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Abstract 
 

This thesis studies the self-optimizing control for a methanol plant. Natural gas was considered 

as the raw material for the process simulation, since it is of special interest in Norway for both 

economic and political point of view. Different technologies which are applied in practice for the 

production of the mentioned petrochemical were also studied in the literature review of this 

project. 

 

The three main parts in the production of methanol namely; synthesis gas production, methanol 

synthesis and purification has been simulated using UniSim™. Autothermal reforming (ATR) 

technology was used for the production of the synthesis gas since it is one of the best ways of 

producing methanol in large capacities. The methanol synthesis part which is of importance 

amongst the three for this project was simulated by using the kinetics studied by Froment and 

Vanden Bussche in a fixed bed reactor (Lurgi technology). 

 

The UniSim™ process simulator was also used for the optimization of the process in only mode 

I of self-optimizing control method proposed by Skogestad where the feed rate is given. Some of 

the degrees of freedom considered during the process optimization include flow rates of water 

and oxygen relative to methane in the feed, pressure at the synthesis gas and methanol synthesis 

section, recycle flows (which includes unconverted syngas to the methanol reactor and pure 

hydrogen from the pressure adsorption swing to the make-up gas compressor) and also outlet 

temperature of the fired heater. Some of the operational constraints were the recycle ratios, 

maximum and minimum temperatures, minimum stream to carbon ratios, and minimum amount 

of the product. The operational objective function for the optimization was the carbon efficiency 

which is an important operating parameter for overall energy efficiency defined as the measure 

of how much carbon in the feed is converted to methanol product.  Next the process was 

optimized when various disturbances occur (such as the feed flow rate, feed composition and 

temperature). 
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One of the main themes of the project which is identifying the self-optimizing variables (which 

are controlled variables which indirectly give close to optimal operation when held at constant 

setpoints, despite changes in the disturbance variables) for the process. Only one of the 

constraints was found to be active and that was the outlet temperature of fired heater. The self-

optimizing variables identified for this process includes flowrate of water, outlet temperature of 

fired heater, pressure at both the syngas and methanol part, recycle of unconverted syngas to the 

methanol reactor and recycle of pure hydrogen to the make-up gas. The just mentioned variables 

can be kept constant except the flowrate of oxygen when disturbances occur.   

The effect of implementation error was also considered and it was found that it has a major 

impact on the pressure of the methanol synthesis section and also the split ratio between the 

recycle flow to the methanol reactor and the purge stream. The exact local method was used to 

find the best candidate sets of control variables for the unconstrained manipulated inputs 

mentioned above. The best set was to use the make-up gas compressor power to control pressure 

to the methanol reactor and the flowrate of the purge gas is flow controlled.  

 

A plantwide control structure was proposed for the methanol process. However, because of the 

instabilities of the process, it became very difficult to test the effectiveness of the control 

structure. The dynamics of the process in UniSim™ failed when the whole plant was analysed 

but seems to work fine when they are separated that is the synthesis gas part and the methanol 

synthesis part. One of the major problems was the control of the outlet temperature of the 

methanol reactor, since it became difficult to control it, its impact on the objective function was 

very great.   
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Nomenclature 
 

Symbol Definition Unit 
u Base set for unconstrained degree of freedom  
d Disturbance variables  
Jud Cost for a given u and d  
Juu Cost function for a given (Hessian)  
L = J – Jopt(d) Loss  
uopt(d) Optimal value of u for given d  
y Measured variable  
G Steady-state gain matrix  
݁ ൌ ܿᇱ െ ܿ௧

ᇱ  Deviation from optimal c  
ሺߪ ଵܵܩሻ Minimum singular value  
  ሻ Maximum singular valueࡹሺߪ
S1 Matrix of scaling for ci  
x Internal variables (states)  
Wd Expected magnitude of individual disturbances  
Wn Magnitude of implementation error  
∆H Enthalpy of reaction kJ/mol 
∆G Gibbs energy kJ/mol 
∆S Entropy J/kmol 
B Activation energy  
Rg Universal gas constant kJ/kmol K 
R Recycle rate kmol/kmol 
A Frequency factor for reaction  
cp Specific heat of the gas at constant pressure J/mol 
Di Tube inside diameter m 
Pi Partial pressure of component i kPa 
FMeOH Molar flowrate of methanol ton/day 
Ki Adsorption equilibrium constant for component i bar-1 

ri Rate constant for methanol reaction, where i = A,B mol/kgsbar-1/2 

T Temperature  K 
  Density of catalytic bed kg/m3ߩ
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Chapter 1 

Introduction 

 

This thesis presents a Master of Science degree project conducted at the department of Chemical 

Engineering, at NTNU. The thesis studies the simulation, optimization and control structure 

design using stepwise approach of Skogestad. 

 

1.1 Background motivation 

1.1.1 Natural gas as raw material 

 

Natural gas is becoming one of the vital components of the world’s supply of energy. It is one of 

the cleanest, safest and most useful of all energy sources. Although we cannot say it is 100% 

safe, since it also emits lower levels of potentially harmful by-products into the air after burning. 

The composition of natural gas can vary but below is a chart displaying the typical makeup of 

natural gas before it is sent for refining. 

Table1.1: Typical composition of Natural Gas [20] 

Methane  CH4 70-90%
Ethane C2H6 

0-20% 
 Propane C3H8 

Butane  C4H10 

Carbon Dioxide   CO2 0-8% 
Oxygen   O2 0-0.2% 
Nitrogen   N2 0-5% 
Hydrogen sulphide   H2S 0-5% 
Rare gases  Ar, He, Ne, Xe trace 
 

Norway in particular has generated some special interest in the conversion of natural gas for both 

economic and political reasons. According to the OGJ, Norway had 81.7 trillion cubic feet (Tcf) 

of proven natural gas reserves as of January 2009 [21].  Norway produced about 3.5 Tcf of 

natural gas in 2008 and the production has been increasing since 1994. The main option for the 
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use of this natural gas produced in this country is for export to Europe via pipelines, power 

production and conversion to other petrochemicals like methanol. The country is the second-

largest supplier of natural to the European Union, behind Russia.  

 

Figure.1.1: Norway Natural gas production and consumption, 1987 - 2007 

 

1.1.2 Methanol 

 

Methanol also known as methyl alcohol or wood alcohol is a colourless, water-soluble liquid 

with mild alcoholic odour. It freezes at -97.6°C, boils at 64.6°C and a density of 791kg/m3 at 

20°C. It is polar, acid-base neutral, and generally considered non-corrosive. It is miscible with 

most organic solvents and is capable of dissolving many inorganic salts. 

Methanol can be produced from a variety of sources including natural gas, coal, biomass and 

petroleum. Some properties of methanol are shown in table 1.2.  
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Table1.2: Properties of methanol [15] 

Synonyms 

Chemical formular 

Molecular weight 

Chemical composition (%) 

Carbon  

Hydrogen 

Oxygen 

Melting point 

Boiling point 

Density at 20°C 

Energy content 

 

Energy of vapourization 

Flash point 

Explosive limits in air 

Auto ignition temperature 

Methyl alcohol, wood alcohol 

CH3OH 

32.04 

 

37.5 

12.5 

50 

-97.6°C 

64.6°C 

791kg/m3 

5420 kcal/kg 

173.2 kcal/mol 

9.2 kcal/mol 

11°C 

7 – 36%  

455°C 

 

Table 1.3 summarizes the processes, feedstocks and catalysts for the production of methanol and 

its precursor syngas. Synthesis of methanol takes place industrially via syngas. 
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Table1.3: Feedstocks, processes and catalysts for the production of syngas and methanol [15] 

Feedstocks Process and main reactions Catalysts 

Formation of syngas 

Natural gas 

 

Natural gas 

 

 

 

Natural gas 

 

 

Coal 

 

Biomass 

Others(e.g.liquefied petroleum gas, 

naptha, heavy fuel oil) 

Formation of methanol 

Syngas 

 

 

Syngas 

 

 

 

Steam reforming: 

CH4+H2O ↔ CO+3H2 

Autothermal reforming: 

CH4+2O2↔CO2+2H2O 

Then CH4+H2O ↔ CO+3H2 

CO2+H2↔CO+H2O 

Partial oxidation: 

CH4+1/2O2→CO+2H2 

 

Gasification 

(in the presence of H2O/O2) 

Gasification 

Steam reforming 

(light hydrocarbons) 

 

Methanol synthesis 

CO+2H2↔CH3OH 

CO2+3H2↔CH3OH+H2O 

Two-step methanol synthesis: 

CH3OH+CO↔HCOOCH3, then 

 

 

Ni on Al2O3 

 

         - 

Ni on refractory supports 

 

 

Non-catalytic or lanthanide/Ru 

Supported by Ru, Ni, Pd 

        - 

 

        - 

Alkalized Ni on Al2O3 or on 

Ca/ Al2O3 

 

 

Cu/ZnO/ Al2O3 

Cu/ZnO/Cr2O3/ZnCr 

 

Potassium methoxide 
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Methane  

 

Methane 

HCOOCH3+2H2↔2CH3OH 

Direct oxidation: 

CH4+1/2O2(N2O)↔CH3OH 

Bioprocessing 

Cu chromite 

 

 

Metal oxides (eg MoO3 based) 

Enzymes (eg cytochrome P4so), 

methanotrophs. 

Table 1.3:  Feedstocks, processes and catalysts for the production of syngas and methanol [15] (cont’d) 

Methanol can be used as a fuel or fuel additive (e.g. neat methanol fuel, methanol blended with 

gasoline, MTBE, TAME and methanol to gasoline). It can also be used for the production of 

chemicals like formaldehyde, acetic acid, chloromethanes, methyl methacrylate, dimethyl 

terephthalate, methyl amines, and glycol methyl ethers. It is also used as a solvent for 

windshield, antifreeze, inhibitor to hydrate formation in natural gas processing and as a substrate 

for crop growth. 

1.1.3 Steady State Simulation 

 

Simulations done in steady state has been used more often in the process industry for the design, 

analysis and optimization of chemical processes. The material and energy balance data for a 

process flow are also provided by this type of simulation. The use of equations in steady-state 

models defines the relationships between elements of the modelled system and attempts to find a 

state in which the system is in equilibrium. Such models do not consider the transient behaviour 

of the process; they are therefore used at the early stages of conceptual design, feasibility studies, 

detailed engineering and the initialization stages for dynamic simulations which are used in 

studying how the process changes with time. 

These models are usually made up of blocks of unit operations put together by the user and 

physical data for each chemical component of the input stream. The amount information needed 

from the user is for the input streams to run the simulation is very minimal. In this project the 

steady state simulation was purposely used for the optimization and evaluation of the 

performance of the plant. 
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1.1.4 Dynamic state simulation 

 

Simulation dynamics has grown to be a necessary tool in the process industry over the last 

decade. It is mainly used to improve unit yields, plant stability, safety and controllability. Such 

kind of simulations is able to predict how the process changes with time and also assist in the 

evaluation and design of the control structures for a particular process. It can be categorized into 

two type’s namely empirical and first principle models. Empirical models are based on black box 

model approach. This type of model is stacked with a number of regressions of the input/output 

responses. Multivariable regression, fuzzy logic systems and neural networks are typical 

examples of such type of model. The downside of this type of model is the handling of wide 

range operating conditions for which the model is regressed. The first principal models are the 

ones developed from the fundamental equations for the mass, energy and momentum balances; 

diffusive and heat transport; chemical kinetics and reaction mechanisms; thermodynamics and 

phase equilibrium. The process is represented in terms of Ordinary Differential Equations (ODE) 

or Algebraic Equations. The equations are solved based on the techniques of numerical 

integration over time to predict the dynamic behaviour of the process in response to various 

predicted and unpredicted disturbances. 

Dynamic modelling helps in the better designing, optimization and operation of a chemical 

process or refining plant. It is never true that a real plant operates in steady-state. There are 

certain disturbances that occur in real plants for example feed and environmental disturbances, 

heat exchanger fouling and catalytic degradation which constantly upset the conditions for 

smooth running of the process are not accounted for in the steady-state mode. The study of the 

transient behaviour of the process is the only way to show how the plant functions in real life; 

dynamic simulating software like UniSim™ can be used to approximate the transient behaviour 

of the process. 

Dynamic simulation assures us that the plant can produce the desired products in a manner that is 

safe and easy to operate. There are certain features in the simulating tool that allows you to 

specify the size of equipment and also it is possible to verify the equipment function as expected 

in the actual plant situation. Offline dynamic simulation can aid in the design of controller 

optimization without adversely affecting the profitability or safety of the plant. It is also possible 
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to design and test different control strategies and then choose the best for implementation. 

Dynamic response to system disturbances and also optimal tuning of controllers can be 

examined. Dynamic analysis gives feed-back and improves the steady-state model by pin-

pointing specific areas in the plant that have difficulty achieving the objectives set out in steady-

state. It is also possible to investigate: 

 Process optimization 

 Controller optimization 

 Safety evaluation 

 Transition between operating conditions 

 Start-up/shutdown conditions 

1.4 Aims 

 

The sole purpose of this thesis is to use the systematic method described in [26] to design control 

structure for the methanol process. Based on the procedure we first find the control variables by 

using the self-optimizing control approach. A control structure to the process is to be developed 

for the process and this structure is validated by using dynamic simulation. More details of the 

procedure are described in the next chapter. 

 

1.5 Outline 

 

Part of this thesis is from my previous project work. It is written in the form a book with 

references, appendix and notation list. 

Chapter 2 gives an overview of the literature survey of the methanol process and the idea of 

self-optimizing control 

Chapter 3 describes the detailed design of the methanol process with process flow diagrams and 

also the review of the UniSim™ simulation 
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Chapter 4 elaborates on the results and discussion obtained as a result of the simulation and 

optimization obtained from the process. 

Chapter 5 concludes the work done in this thesis and also the future work to be done on the 

topic.
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Chapter 2 

 

Literature Survey of the Methanol Process 
 

The chapter introduces how methanol is manufactured from the process industries, the 

kinetics of the process and most importantly how the synthesis gas is manufactured. 

 

2.1 Methanol Production Technology 

 

All commercial methanol technologies is made up of three process sections as listed below: 

 Synthesis gas preparation 

 Methanol synthesis 

 Methanol purification 

 

When designing a methanol plant this process sections can be considered independently, and 

it is possible to select each technology separately for optimization. Capital cost and the 

efficiency of the plant is the normal criteria used in the selection of a particular technology. 

The synthesis gas preparation and compression typically accounts for about 60% of the 

investment, and almost all energy is consumed in this process section [23]. Therefore the 

selection of reforming technology is very important, regardless of the plant location. The 

synthesis gas used for the production of methanol is characterized by what is called the 

module (M) of the synthesis gas which is defined by the stoichiometric ratio (H2 – CO2) / (CO 

+ CO2). A model of 2 defines a stoichiometric synthesis gas for the formation of methanol 

[23]. Some relevant properties of the syngas for the formation of methanol are the CO to CO2 

ratio and the concentration of inerts. The achievable per pass conversion and the rate of 

reaction increases if the CO to CO2 is very high. This also reduces the formation of water and 

the rate of deactivation of the catalyst also decreases. If the inert concentration in the syngas 

is very high it affects the partial pressure of the active reactants and thereby reducing the rate 

of reaction. Typical inerts in the methanol synthesis are methane, argon and nitrogen. 
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2.2 Synthesis gas production 

 

Synthesis gas (syngas) is a general term used in describing a mixture hydrogen and carbon 

monoxide (CO) in different ratios and can be generated from any hydrocarbon feedstock. 

Synthesis gas can be produced from a large variety of materials which includes natural gas, 

naphtha, residual oil, petroleum coke, biomass and coal. The most material applicable in the 

production of methanol is natural gas. The production of syngas occupies the major 

investment cost of GTL plants. The principal technologies used for the production of syngas 

are summarized below; 

 

i) SMR 

This technology has been the most predominantly used commercially in which steam and 

methane are converted catalytically and endothermically to hydrogen and carbon monoxide. 

After the desulphurization of the natural gas feed, the product is mixed with steam (optionally 

CO2) and then preheated to about 780K before it enters the reformer tubes. The heat for the 

endothermic reforming reaction is supplied by the combustion of fuel in the reformer furnace 

(allothermic operation), [12]. The hot effluent gas exiting the reformer is used for the 

production of steam. A separator is used in separating water from the syngas by gravitation 

and the raw syngas is treated further depending on its use. 

ii) Heat-Exchange reforming 

Large amount of heat is required in the steam reformer and the autothermic reformer (ATR) 

also produces heat, an advanced technology suggests that the heat from the ATR is used to 

supply the heat input needed by the steam reformer and this process is known as the heat-

exchange reforming or gas-heated reforming. The major advantage of this is the reduction in 

investment cost by eliminating the expensive fired reformer. The consequence of this process 

is that only medium pressure steam can be generated and large electrical power will be 

needed for the driving of the syngas compressor. 

iii) Autothermic reforming (ATR) 

Addition of oxygen to the steam reforming process is an alternative measure in obtaining 

lower H2/CO ratio. Autothermic reforming is the reforming of light hydrocarbons in a 
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mixture of steam and oxygen in the presence of a catalyst [12]. The reactor is designed with a 

refractory lined vessel, therefore higher temperature and pressure can be applied than in 

steam reforming. ATR cannot be used alone; therefore a pre-reformer is installed downstream 

where typically 35 to 45% of the reforming reaction occurs [12]. The ATR converts the 

remaining methane from the pre-reformer. Air is used to supply the required oxygen.    

 

 

Figure2.1: Autothermal reformer 

 

A reactivity of the synthesis gas produced from the autothermal reforming occurs due to the 

amount of carbon monoxide present. This synthesis gas produced has a module of 1.7 to 1.8, 

implying that it is deficient in hydrogen [23]. This gas is therefore unsuitable for the 

production of methanol and an adjustment to a module of around 2 is needed. This 

adjustment is either done by removing carbon dioxide from the synthesis gas or recovering 

hydrogen from the synthesis loop purge gas and recycling the recovered hydrogen to the 

synthesis gas [23].  

2.3 Reactions and thermodynamics of synthesis gas production 

 

Natural gas is predominantly made up of methane and for simplicity it will be used in 
describing the various reactions occurring in steam reforming. The table below shows the 
various reactions; 
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Table 2.1: Reactions during methane conversion with steam and/or oxygen [12] 

Reaction 
ଶଽ଼ܪ∆

 ሺ
ܬ݇

݈݉
ሻ 

CH4 + H2O ↔ CO + 3H2 206 

CO + H2O ↔ CO2 + H2O -41 

CH4 + CO2 ↔ 2CO + 2H2 247 

CH4 ↔ C + 2H2 75 

2CO ↔ C + CO2 -173 

CH4 + 1/2O2 → CO + 2H2 -36 

CH4 + 2O2 → CO2 + 2H2O -803 

CO + 1/2O2 → CO2 -284 

H2 + 1/2O2 → H2O -242 

 

2.4 Production of methanol technologies 

 2.4.1 Lurgi low‐pressure methanol synthesis process 

 

The process developed by Lurgi Corporation for the synthesis of methanol is made up of a 

reactor operating at a temperature of 250 - 260°C and a pressure of 50 – 60bar. The reactor is 

a shell and tube type with the catalysts filled in the tubes. The heat of reaction is removed by 

circulating cold water on the shell side and this generates high pressure steam for other usage. 

Feedstock for the production of syngas includes gaseous hydrocarbons such as methane as 

well as liquid hydrocarbons like naphtha. The syngas can be produced via two routes namely 

steam reforming and partial oxidation. Steam reforming is carried out at temperatures of 850 

- 860°C. Desulphurized naphtha is contacted with steam at this temperature to produce 

hydrogen and carbon oxides. The syngas produced is compressed to 50 – 80bar before it is 

fed into the methanol reactor. For the second route, heavy residues are fed into a furnace 

along with oxygen and steam at 1400 - 1450°C and the operating pressure is at 55 – 60bar 

and this does not require any further compression. Below is the flow scheme for the process; 
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Figure2.2: Flow sheet of Lurgi low-pressure methanol process, [14] 

 

2.4.2 ICI low‐pressure methanol process 

 

This process utilizes the use of an adiabatic reactor and a single catalyst bed. The heat of 

reaction is removed or quenched by introducing cold reactants at different heights of the 

catalyst bed. First of all fresh synthesis gas which is compressed and mixed with recycled gas 

is heated by heat exchange with the reactor effluent. Then about 40% of the stream is sent to 

the reactor after undergoing supplementary preheating also by the reactor effluent [12]. Then 

the rest is used as a quench gas for removing the heat of reaction. The products emanating 

from the reactor is cooled by heat exchanged with the feed and water for the generation of 

high pressure steam. It is further cooled with an air-cool heat exchanger in which methanol 

and water are condensed. The separation of gas/liquid takes place in a flash drum under 

pressure. The gas is recycled after purging small part to keep the inerts level in the loop 

within limits [12]. Purification of the methanol is done in two different columns. The first 

column removes gases and other light impurities whiles the second separates methanol from 

other heavy alcohols. Below is the process flow diagram; 
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Figure2.3: Flow scheme of the low-pressure methanol process, [12] 

 

2.4.3 Haldor Topsøe methanol process 

 

This process uses several adiabatic reactors arranged in series and the heat of reaction is 

removed by intermediate coolers. The synthesis gas flows radially through the catalyst bed 

and this reduces pressure drop as compared to axial flow []. The purification is the same as 

the other processes. The flow scheme is shown below; 

 

Figure2.4: Flow scheme of the reaction section of the Haldor Topsøe methanol process, [12] 
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2.4.4 The MGC low‐pressure process 

 

The flow scheme below shows the process developed by Mitsubishi Gas Chemical Company. 

It uses copper-based methanol synthesis catalyst. It operates at temperatures ranging from 

200 - 280ºC over a pressure range of 50 – 150 atm. The temperature of the catalyst bed is 

kept under control by using quench type converter design, and also some of the heat of 

reaction is recovered in an intermediate stage boiler. This process utilizes hydrocarbon as 

feedstock. The raw material is desulphurised and then fed into a steam reformer at 500ºC. 

The exit stream from the reformer contains hydrogen, carbon monoxide and carbon dioxide at 

800 - 850ºC. The gases are compressed in a centrifugal compressor and mixed with the 

recycle stream before being fed into the converter. 

 

Figure2.5: Mitsubishi Gas Chemical low-pressure methanol synthesis process, [14] 
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2.5 Methanol reactor 

 

Different designs of methanol synthesis reactors have been used: 

 Quench reactor 

 Adiabatic reactors in series 

 Boiling water reactors (BWR) 

A quench reactor is made up of a number of adiabatic catalyst beds installed in series in one 

pressure shell [23]. Practically, up to five catalyst beds have been used. The feed entering the 

reactor is divided into several fractions and distributed to the several catalyst beds.  

If adiabatic reactors are used in the synthesis loop, it is normally made up of a number (2 – 

4) fixed beds placed in series with cooling between the reactors. The cooling is achieved in 

several ways including preheating of high pressure boiler feed water, generation of medium 

pressure steam, and/or by preheat of feed to the first reactor. This system features good 

economy of scale and also the mechanical simplicity contributes to the low investment cost. 

The BWR is a shell and tube heat exchanger with the catalysts installed on the tube side in 

principle. Cooling takes place by providing boiling water on the shell side. By controlling the 

pressure of the circulating boiling water, the temperature of the reaction is controlled and 

optimized. The steam generated can be used to drive the compressors and subsequently as 

distillation steam. This type of reactor is nearly isothermal, and this gives a high conversion 

compared to the amount of catalyst installed. The reaction rate depends on the operating 

temperature of the reactor, and this might be between 240°C - 260°C. 

 

2.6 Thermodynamics and Kinetics of methanol synthesis 

 

The three main reactions for the formation of methanol from synthesis gas is made up of 

hydrogenation of CO, hydrogenation of CO2 and the reverse water-gas shift reaction. The 

reaction proceeds as follows; 

CO + 2H2 ↔ CH3OH                  ∆H°
298 = -90.8 kJ/mol    (2.1) 

CO2 + 3H2 ↔ CH3OH + H2O     ∆H°
298 = -49.6 kJ/mol     (2.2) 
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 CO2 + H2 ↔ CO + H2O             ∆H°
298 = -41 kJ/mol     (2.3) 

The table below shows the equilibrium data for the methanol forming reactions: 

Table 2.2: CO and CO2 equilibrium conversion data [12] 

Temp. (K) CO conversion CO2 conversion 

 Pressure (bar) Pressure (bar) 

50 100 300 10 100 300 

525 

575 

625 

675 

0.524 

0.174 

0.027 

0.015 

0.769 

0.440 

0.145 

0.017 

0.951 

0.825 

0.600 

0.310 

0.035 

0.064 

0.100 

0.168 

0.052 

0.081 

0.127 

0.186 

0.189 

0.187 

0.223 

0.260 

 

During the CO hydrogenation other products can be formed such as higher alcohols and 

hydrocarbons. The figure below shows some thermodynamic data for the synthesis of 

methanol and also some possible by-products formed as a result of the reaction between CO 

and H2, with water as a by-product. The figure clearly shows that methanol is less stable and 

it is less likely to be formed in the reaction between CO and H2, some of the products formed 

is methane through the methanation reaction. The selectivity of the catalyst is very important 

during the methanol process. The selectivity of modern catalyst CuO/ZnO/Al2O3 is over 99%. 

 

The literature on the kinetic studies of methanol is thoroughly reviewed in this section. 

Different kinetic models with the corresponding operating conditions are also presented. 

Although methanol synthesis is an important industrial process and has been a commercial 

process since 1923, the kinetic studies and reaction mechanisms in open literature are often 

conflicting (Rozovskii et al. 2003). 

The role of CO2 is most often than not insufficiently understood. Most models published 

nowadays either states that methanol is produced from CO only or CO2 only. The table below 

displays the conflicts that existed between the 50’s and 80’s. 
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Table2.3: Role of CO2 in methanol synthesis as reported by several authors 

 

Authors 

 

Carbon source for methanol 

 

Adsorption of CO2 

 

Catalyst 

Natta (1955) CO - Zn-Cr 

Bakemeier et al. (1970) CO Yes Zn-Cr 

Leonov et al. (1973) CO No Cu-Zn-Al 

Schermuly and Luft (1977) CO Yes Cu-? 

Denise and Sneeden (1982) CO + CO2 - Cu-Zn-Al 

Klier et al. (1982) CO + CO2 Yes Cu-Zn 

Monier et al. (1984) CO Yes Cu-Cr 

Chinchen et al. (1984) CO2 Yes Cu-Zn-Al 

Villa et al. (1985) CO Yes Cu-Zn-Al 

Liu et al. (1985) CO + CO2 Yes Cu-Zn 

Seyfert and Luft (1985) CO Yes Cu-Zn 

Dybkjaer (1985) CO2 Yes Cu-Zn-Al, 
Cu-Zn-Cr 

  

 

Others also believed that it is primarily produced from the hydrogenation of CO2 (Skrzypek 

et al. 1995, Coteron and Hayhurst 1994, Vanden Bussche and Froment 1996, Šetinc et al. 

1999, Wu et al. 2001). Šetinc et al. (1999) states that the role of CO is to remove the absorbed 

oxygen from the catalyst surface, which results in the reaction between CO2 and H2. 

 

The studies made on the kinetics varies due to the reaction conditions (temperature and 

pressure), feedstock and catalyst used. Some models derive the rate expressions from the 

synthesis of CO and H2 while others take into consideration CO2 as a feed. The basic of the 

rate expression also varies due to the different limiting conditions assumed. This gives rise to 

the different variety of kinetic equations with different level of details. Some authors look at 

the thermodynamics that limit the rate whiles others consider the mass transfer limitations. 
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There have been early attempts to model the model the reaction kinetics for high pressure 

methanol synthesis with ZnO/Cr2O3 catalyst. Vanden Bussche and Froment, 1996 based their 

research on equation proposed by Natta. Natta only considered CO hydrogenation and 

proposed the kinetic equation, (Vanden Bussche and Froment, 1996). 

ுయைுݎ ൌ
ೀಹమ

మ ିಹయೀಹ/మ
∗

ሺାೀାಹమାಹయೀಹሻ
య,                (2.4) 

fi, denotes the fugacity of the component i and A,B,C and D are estimated constants (Vanden 

Bussche and Froment, 1996). 

They first assumed that only CO hydrogenation occurred in the synthesis. It was later 

discovered that CO2 must be considered as a feed and that it also contributes to the reaction 

kinetics. Bakemier et al. included the presence of CO2 in the kinetic equation with a 

Langmuir-type isotherm and also studied the catalytic process with ZnO/Cr2O3 catalyst and 

ended up with the kinetic equation (Vanden Bussche and Froment, 1996). 

ுయைுݎ ൌ ா/ோ்ି݁ܣ
ቈೀ

 ಹమ
 ሺଵିቆ

ುಹయೀಹ

ುೀುಹమ
మ ಼మ

∗ቇሻ

ଵାషಷ/ೃೀమ/ಹమ
              (2.5) 

 

Attempts nowadays is based on low-pressure synthesis over Cu-based catalysts, this is due to 

their ability of improving the process. The first kinetic equation was published by Leonov et 

al. (Vanden Bussche and Froment, 1996): 

ுయைுݎ ൌ ݇ ൬
ೀ
బ.ఱಹమ

ಹయೀಹ
బ.లల െ

ಹయೀಹ
బ.యర

ೀ
బ.ఱಹమమ

∗൰             (2.6)

  

 

Leonov et al. (1970) also assumed that methanol was produced from CO and neglected CO2. 

Klier et al (1982) considered methanol synthesis solely through CO hydrogenation but also 

included CO2 in the kinetic equation. They found that the reaction rate reaches a maximum 

with certain ܲை/ ܲைమ ratio. The model proposed by Klier et al (1982) was: 

ଵݎ ൌ ݇ଵ ൬1 
ଵ

ೝೣ


ೀ

ೀమ
൰
ିଷ ೀಹమ

మ ቆೀಹమ
మ ି

ುಹయೀಹ

಼భ
 ቇ

൫ଵାೀೀାೀమೀమାಹమಹమ൯
         (2.7) 
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ଶݎ ൌ ݇ଶ ൬ ܲைమ െ
ଵ

మ


ಹయೀಹಹమೀ

ಹమ
య ൰                      (2.8) 

The operating conditions for the above expressions are presented in the table below; 

 

Table2.4: The experimental conditions used by Klier et al (1982) 

Catalyst Reactions Feed [mol%] T [K] P [bar] Type of reactor 

CuO – ZnO 

30 – 70  

Metal atomic 
%  

CO + 2H2 ↔ CH3OH    CO: 0 – 30 

CO2: 0 – 30 

H2: 70 

498- 
523 

75 Tubular 
integral fixed 
bed CO2 + 3H2 ↔ CH3OH 

+ H2O      

CO2 + H2 ↔ CO + 
H2O              

 

Villa et al also noticed that the water gas shift reaction should also be considered. It was also 

assumed that methanol is only produced through CO hydrogenation. The kinetic models 

proposed by Villa et al are: (Vanden Bussche and Froment, 1996) 

ுయைுݎ ൌ
ೀಹమ

మ ି
ಹయೀಹ

಼మ
∗

൫ାೀାಹమାீೀమ൯
య            (2.9) 

 

ோௐீௌݎ ൌ
ೀమಹమିೀಹమೀయ

∗

ெమ               (2.10) 

 

Graaf et al (1988) and Graaf et al (1990) derived the kinetic model by looking at both the 

hydrogenation of CO and CO2 as well as the water gas shift reaction. Elementary step kinetic 

equation for each reaction was studied and they ended up with 48 possible reaction schemes. 

Through statistical discrimination, they selected the kinetic model equation shown below; 
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            (2.11) 
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            (2.13) 

 

The operating conditions used in the study by Graaf et al are presented in table 2.5. The 

original kinetic equation for two-phase methanol synthesis was derived by Graaf et al in 

1988. Later, they found that mass transport limitations has some influence on the kinetics, 

this raised the need for them to recalculate the values of the parameters. 

Table2.5: The operating conditions used by Graaf et al (1988a) 

Catalyst Reactions Feed [mol%] T [K] P [bar] Type of reactor 

CuO – ZnO – 
Al2O3 

Haldor 
Topsøe 

Mk 101 

CO + 2H2 ↔ CH3OH    CO: 0 – 22 

CO2: 2,1–26, 1 

H2: 67,4-90 

483- 
518 

15 – 50 Gradientless 
spinning basket 

CO2 + 3H2 ↔ CH3OH 
+ H2O      

CO2 + H2 ↔ CO + 
H2O              

 

They discovered that the kinetic model for two-phase also holds for three-phase synthesis. 

Graaf et al identified the parameters for the three-phase system and it was noticed that in the 

three-phase synthesis CO2 hydrogenation dominates while CO hydrogenation dominates in 

two-phase synthesis. 

 

(Vanden Bussche and Froment, 1996) states that the equation proposed by Graaf et al has 

some disagreement concerning the intermediate species of the overall reaction. Assumption 

by (Vanden Bussche and Froment, 1996) is that CO2 is the main source of carbon in 

methanol synthesis. They derived the kinetic equation base on the reaction mechanism given 

by; 
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CO + H2O ↔ CO2 + H2 (+2H2) ↔ CH3OH + H2O 

They made the observation but neglected the intermediate species from the kinetic equation. 

They proposed the equation below; 
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The operating conditions that led to the proposed kinetics from Vanden Bussche and Froment 

(1996) are presented in the table below; 

Table2.6: The operating conditions used by Vanden Bussche and Froment (1996) 

Catalyst Reactions Feed (mol %) T (K) P (bar) Type of 
reactor 

Cu/ZnO/
Al2O3 

(1) CO2 + 3H2 ↔ 
CH3OH + H2O 
(2) CO2 + H2 ↔ CO + 
H2O 

CO: 0 – 30 
CO2: 0-30 
H2: 70 
pCO2/pCO: 0-4,1 

453 - 
553 

15-51 tubular 

 

The equilibrium constants in the equations ܭଵ
  and ܭଷ

  can be determined 

thermodynamically but in their case they used the values from Graaf et al. (1986). 

Another group of scientists Ledakowicz et al. (1992) also studied the synthesis of methanol in 

bubble column slurry reactor. The two catalysts used in their experiments were suspended in 

two different inert liquids; paraffin oil (BMT-15) and molten wax (Vestowax SH 105). They 

discovered this kinetic model in their studies; 

ுయைுݎ ൌ ݇ ቂ൫ܥுమ
ଶ ை൯ܥ െ ቀ

ಹయೀಹ


ቁቃ            (2.16) 

The operating conditions are presented in the table below; 

Table2.7: The operating conditions used by Ledakowicz et al (1992) 

Catalyst Reactions Feed (mol %) T (K) P (bar) Type of reactor 
BASF S3-
85 and 
BT-d 
<63µm 

(1) CO + 2H2 ↔ 
CH3OH 

CO: 17 – 50 
CO2: 1-5 
H2: 30 - 65 

490 - 533 20-60 Stirred autoclave 
and bubble 
column slurry 
reactor 
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Skrzpek et al. (1991) presented Langmuir-Hinshelwood-type kinetic equation for lower-

pressure methanol synthesis. The commercial catalysts used were polish CuO (60% wt)-ZnO 

(30%)-Al2O3 (7.5%) in their study. They discovered that the synthesis reaction favours CO2 

inspite of the fact that CO is considered as the carbon source. They therefore based their 

kinetic model on reactions (2) and (3).  They performed a couple of simple experiments by 

using a feed consisting of only CO2 and H2 methanol formed with no difficulties. Another 

observation was made by using feed flow made up of CO and H2 without CO2 and H2O 

(steam was completely removed from the feed), methanol was not formed. Methanol was 

formed as soon as water was introduced in the feed. This was due to the water gas shift 

reaction, where CO and H2O produce CO2, which further reacts with H2 to form methanol. 

They therefore proposed the kinetic model below; 
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The experimental conditions used by Skrzypek et al. (1991) are presented in the table below; 

Table2.8: The operating conditions used by Skrzypek et al. (1991) 

Catalyst Reactions Feed (mol %) T (K) P 
(bar) 

Type of reactor 

CuO-ZnO-
Al2O3 
commercial 
Blasiak’s 
catalyst 
CuO: 62, 
ZnO: 30 and 
Al2O3: 7wt% 

(1) CO2 + 3H2 ↔ 
CH3OH + H2O 
(2) CO2 + H2 ↔ CO + 
H2O 

CO: 0 – 20 
CO2: 5-35 
H2: 10 - 80 

460 - 
550 

30-90 Integral fixed 
bed (and also 
differential) 

 

The kinetic model proposed by Graaf et. al have different concentrations for the intermediate 

species. Some intermediate species features in two different overall reactions and all these are 

not accounted for in their model.  Skrzypek et al based their measurement on deactivated 

catalyst and this makes their reaction very slow. The model from Ledakowicz only proposed 

the model from the first reaction, implying that the other two reactions are only transition 
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reactions in the methanol synthesis. The model from Vanden Bussche and Froment will be 

used since it states that CO2 is the source of carbon for the methanol production which has 

been proven to be true by many of the few methanol producing industries; for example 

statoil. Also because of uncertainties about the intermediate species, they neglected them. 

 

2.7 Procedure for control structure design for chemical plants 

 

Step 1: Definition of operational objectives and constraints 

The operational objectives regarding a particular plant is combined into a scalar cost function 
J to be minimized. Other related objectives like safety constraints are normally formulated as 
constraints. 

 

Step 2: Selection of manipulated variables and degree of freedom analysis 

It is very important to choose the number of dynamic or steady-state degrees of freedom 

because this will help in determining the number of steady-state control variables. This can 

be found by counting the degrees of freedom for individual units in a complex plant as shown 

in table 2.10 [24]. 

Table2.9: Typical number of steady-state degrees of freedom for some process units 

Process unit DOF 
External feed stream 1 (federate) 
Splitter n-1 split fractions ( n is the number of exit 

streams 
Mixer 0 
Compressor, turbine, and pump 1 (work) 
Adiabatic flash tank 0 
Liquid phase reactor 1 (holdup) 
Gas phase reactor 0 
Heat exchanger 1 (duty or net area) 
Columns (e.g. distillation) excluding heat 
exchangers 

0 + number of side streams 

NB: Add 1 degree of freedom for each extra pressure that is set (need an extra valve, 
compressor or pump), e.g. in flash tank, gas phase reactor or column. 
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Step 3: Procedure for selecting control variables by using self-optimizing control 

 

Self-optimizing control 

This section outlines the procedure through which we will able to select the primary 

controlled variables for the process. As it has already been mentioned the sole purpose of this 

thesis is to achieve self-optimizing control which means keeping the primary controlled 

variables c at constant setpoint cs will still lead to near-optimal operation indirectly. 

 

Figure2.6: Typical control layer for a chemical plant 

Self-optimizing control is when acceptable operation (acceptable loss in the objective 

function) can be achieved by using pre-calculated setpoints,cs, for the controlled variables (y) 

(without the use of re-optimization when disturbances occur) [18]. One way in solving such a 

problem is to evaluate the effect of disturbances and implementation error on the objective 

function. The main steps for this procedure are as follows [18]; 

1. Degree of freedom analysis 

2. Definition of optimal operation 
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3. Identification of important disturbances  

4. Optimization 

5. Identification of candidate control variables c. 

6. Evaluation of loss for alternative combinations of controlled variables (loss imposed 

by keeping constant set points when there are disturbances or implementation errors), 

including feasibility investigation. 

7. Final evaluation and selection (including controllability analysis). 

The control variables c selected should be able to satisfy the following requirements; 

a) its optimal value should be insensitive to disturbances 

b) easy to measure and control (in order to make the implementation error acceptable) 

c) sensitive to changes in  the manipulated variable (steady-state degrees of freedom) 

d) it should be independent, for cases with more than one unconstrained degrees of 

freedom  

 

Local (linear) method 

Brute force method (Direct loss evaluation) [18] is a simple way of finding the candidate 

control variables (y) and the possible disturbances (d) when they are small in numbers. 

The loss function (L) can be defined as the difference in the objective function for Jopt(d) and 

J(u,d). 

ܮ ൌ ,ݑሺܬ ݀ሻ െ ,ݑ௧ሺܬ ݀ሻ ൌ
ଵ

ଶ
‖ܼ‖ଶ

ଶ                                               (2.21) 

The z in the formulae is defined as ݖ ൌ ௨௨ܬ

భ

మ ሺݑ െ ௧ሻݑ ≡ ௨௨ܬ
ଵ/ଶ
ଵሺܿିܩ െ ܿ௧ሻ, where G is the 

steady-state gain matrix from the unconstrained degrees of freedom u to the controlled 

variables c and Juu is the Hessian of the objective function with respect to the u. Ideally for 

optimal cases L = 0, but in reality L > 0. The value of L should be reasonably small implying 

that the plant will be operating close to its optimum. The most important thing here is to find 

variables to keep constant and not the optimal sets of variables. 

From [25], assuming that each controlled variable ci is scaled such that;  

‖݁′‖ ൌ ฮܿᇱ െ ܿ′௧ฮ  1, the worst case loss given by; 
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௫ܮ ൌ
ݔܽ݉

‖݁‖ଶ  ܮ 1 ൌ
ଵ

ଶ

ଵ

ఙሺௌభீೠೠ
షభ/మ

ሻమ
                        (2.22) 

Where S1 is the matrix of scaling for ci: 

ଵܵ ൌ ݀݅ܽ݃ ቄ
ଵ

௦ሺሻ
ቅ                                                        (2.23) 

Where ݊ܽݏሺܿሻ ൌ ∆ܿ,௧ሺ݀ሻ  ݊ሺ∆ܿ,௧ሺ݀ሻሻ  is the variation of ci due to variation in 

disturbances (d) and implementation error (ni). 

In order to minimize the loss L, ߪሺ ଵܵܬܩ௨௨
ି
భ

మሻ  should be maximized or ߪሺ ଵܵܩሻ  should be 

maximized. 

  

Step 4: Production rate and Inventory control 

At steady-state, it is at least required that the flow through all units (in terms of mass) to be 

constant, and this can be achieved by keeping the total inventory (mass holdup) in each unit 

constant [27]. The total inventory (holdup, level) has very little or no effect at steady-state but 

it is controlled anyway for mass balance satisfaction and stable operation. The liquid 

holdup/level can be controlled using inflow or outflow. Where the production rate is set gives 

a little insight about the direction of the flow that can be used for the inventory control. 

 

Step 5: Regulatory control 

This layer is made up of single-input-single-output (SISO) PI control loops. Its objective is 

for stabilization. The controlled variables for this layer are the measured output variables and 

their setpoints can be used as degrees of freedom for the layers above. The use of 

manipulated variables that saturates during operation should be avoided in this layer because 

they can cause in lost in control and demands a new configuration for the loops. A good 

secondary control variable should have the following properties [27]; 

a) easy to measure 

b) easy to control using one of the manipulated variables (the manipulated variable 

should have a direct, fast and strong effect on it).   

c) For stabilization: the measurement should be able to detect unstable mode quickly 
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d) For local disturbance rejection: the variable is located closer to an important 

disturbance downstream. 

To assign control loops at this layer, we first need to know where to set the production rate 

and then make an assumption that the level loops are stabilized. For an unstable process a 

pole vector analysis can be used to determine the secondary control variable. This method is 

beyond the scope of this project. 

 

Step 6: Supervisory control 

The purpose of this layer is to keep the primary controlled outputs c at their optimal setpoints 

cs by making use of the setpoints of the regulatory layer and any unused manipulated variable 

as degree of freedom. The variables to be controlled and their corresponding setpoints are 

determined by optimization. Either decentralized or multivariable control can be used for this 

layer. Decentralized control is preferred for non-interacting processes and cases where active 

constraints remain constant [27]. 

Step 7: Optimization 

The overall control objective is to maintain acceptable operation (in terms of environmental 

impact, load on operators, and so on) while keeping the operating conditions close to 

economically optimal [18]. Increasing the economics of a process is the sole goal of 

optimization in process industries. The economic objective is transformed into technical 

objectives such as increasing the production rate and quality of the product in consideration, 

also decreasing the consumption of energy as well as maintaining safe operation. 

More often than not there are constraints related to the quality and safe operation of the 

product and plant respectively. The optimization problem is a mathematical representation of 

the technical objectives for measuring the performance of the process. The objective function 

is denoted by J in this project and it is defined as; 

min Jo(x,uo,d)                                                       (2.19)                       

Subjected to the constraints 

g1(x,uo,d )= 0; g2(x,u0,d) ≤ 0                                          (2.20) 
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where u are the independent variables we can affect (degrees of freedom for optimization), x 

represents internal variables (states) and d are independent variables we cannot affect 

(disturbances). 

The objective function J can either be maximized or minimized depending on the given 

problem subjected to constraints by using available inputs and parameters u (decision 

variables). There a whole lot methods used in solving the optimization problem, such 

methods are beyond the scope of this project. 

 

Step 8: Validation 

A better way of validating the determined plantwide control structure is to use a nonlinear 

dynamic simulation to test it.  
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Chapter 3 

Methanol Process Description 
 

 

Figure3.1: Process flowsheet for methanol production 

 

The detailed description of methanol synthesis is described in this chapter. The synthesis gas 

used for the production of methanol can be made from natural gas. Natural gas at [50ºC, 

70bar] is first of all expanded to reduce the pressure to [30bar]. Water is also needed for the 

reforming of the natural gas. Water at [30ºC, 1bar] is pumped to increase the pressure to 

30bar. The resulting solutions are then preheated to reach vapour phase prior to entering the 

pre-reformer. 

 

3.1 Pre‐reforming 

 

Pre-reforming is the term that has been applied to the low temperature steam-reforming of 

hydrocarbons in a simple adiabatic reactor. The pre-reformer utilizes the heat content of the 

feed stream to drive the steam reforming reaction at low temperatures. This reactor also uses 

nickel catalyst to promote the rate of the reaction. This pre-reformer is able to convert the 
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higher hydrocarbons into methane and carbon dioxide. It operates at a temperature of about 

497ºC, [12]. The pre-reforming reactions result in an equilibrium gas mixture containing 

hydrogen, carbon monoxide, carbon dioxide, methane and steam as per the reactions given 

below: 

 

Table3.1: Pre-reforming reactions 

Reaction ∆H (kJ/mol) ∆G (kJ/mol) ∆S (J/Kmol) Tcarnot (K) 

C2H6 + 2H2O → 2CO + 5H2 347.24 215.70 441.41 786.66 

C3H8 + 3H2O → 3CO + 7H2  521.46 282.52 801.81 650.35 

n-C4H10 + 4H2O → 4CO + 9H2 676.77 365.62 1044.14 648.16 

CH4 + H2O ↔ CO + 3H2 205.88 141.97 214.47 959.95 

CO + H2O ↔ H2 + CO2 -41.14 -28.61 -42.05 978.36 

 
In the pre-reformer, the endothermic reaction is followed by the exothermic methanation and 

shift reactions, adjusting the chemical equilibrium between the carbon oxides, methane, 

hydrogen and water according to above reactions. 

 

3.2 Autothermic reaction 

 

ATR operates at low steam to carbon ratios [1] and the development of new burner designs 

ensures safe operation and high on-stream factors. The alternative measurement to achieve 

lower H2/CO ratios is the addition of oxygen. Autothermic reforming is the reforming of light 

hydrocarbons in a mixture of steam and oxygen in the presence of a catalyst, [11]. The 

oxidation reaction is used to adjust a synthetic ratio [7]. In this project, the autothermal 

reforming processes was used to produce synthesis gas with a synthetic ratio of 

approximately 2. The reactions occurring in the ATR reactor is shown below: 

Table3.2: Reactions occurring in the ATR reactor 

Reaction ∆H (kJ/mol) ∆G (kJ/mol) ∆S (J/Kmol) Tcarnot (K) 

CH4 + 1.5O2 ↔ CO + 2H2O -519.60 -543.80 81.23 -6396.65 

CH4 + H2O ↔ CO + 3H2  205.88 141.97 214.47 959.95 

CO + H2O ↔ H2 + CO2 -41.14 -28.61 -42.05 978.36 

 
 

3.3 Separation process 

Since all the reactions occurring in the ATR are exothermic reactions, the temperature of the 

product is very high. The products need to be cooled to a lower temperature before the 
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separation can take place. After cooling the products, it is then separated into the synthesis 

gas part leaving at the top of the separator whiles the water in the mixture leaves at the 

bottom.  

3.4 Compression 

The pressure of the synthesis gas emanating from the separator is increase from 30bar to 

80bar and this is done by using a compressor. The compressed mixture is then mixed with a 

recycle stream from the flash drum as shown in the flow sheet. The temperature of the 

resulting mixture is then raised to 270ºC before it enters the methanol reactor. 

 

3.5 Methanol synthesis 

The make-up synthesis gas and the recycle at [270ºC, 80bar] contains mostly hydrogen, 

carbon monoxide and carbon dioxide. The main reactions for the methanol formation are 

hydrogenation of CO, hydrogenation of CO2 and then coupled with the reverse water gas 

shift reaction. Methanol is thermodynamically less stable [12] and therefore the catalyst used 

should be very selective. The three reactions are as follows:  

 Reaction ∆H (kJ/mol) ∆G (kJ/mol) ∆S(J/Kmol) Tcarnot (K) 

1 CO + 2H2 ↔ CH3OH  -90.45 -25.15 -219.13 412.77 

2 CO2 +3 H2 ↔ CH3OH + H2O  -49.43 3.46 -177.09 279.12 

3 CO2 + H2 ↔ H2O + CO +41.14 28.61 42.05 978.36 

 

Two independent reactions (hydrogenation of carbon monoxide and the reverse water gas 

shift) were considered out of the three dependent reactions (1) – (3). The rate of reaction 

constants combined with the equilibrium rate constants provides enough information about 

kinetics of methanol synthesis. The reaction rate constants, adsorption equilibrium constants 

and reaction equilibrium constants which appear in kinetics expressions are tabulated in 3.3. 

The reactor effluent is cooled to 40°C before it is sent to the vapour-liquid separator. 

Gas/liquid separation is carried out in a vessel under pressure. The gas is recycled after 

purging a small part to keep the level of inerts within the loop within limits. The crude 

methanol is then sent to the purification section. The design specifications and catalyst 

information for industrial methanol reactor is given in the table 3.4. 
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Table3.3: Kinetic and equilibrium data 

k = A exp(B/RgT) A B 

ka (bar-1/2) 0.499 17197 

kb (bar-1) 6.62×10-11 124119 

kc 3453.38 - 

kd  (mol/kg s bar2) 1.07 36696 

ke (mol/kg s bar) 1.22×1010 -94765 

   

ࢋࡷ ൌ ሺ

ࢀ
 ሻି

A B 

ଵܭ

ሺܾܽିݎଶሻ 3066 10.592 

ଶܭ
 2073 2.029 

 

Table3.4: Catalyst and reactor data 

Parameter Value 

Number of tubes 5500 

Density (kgm-3) 1775 

Particle diameter (m) 5.47 × 10-3 

Heat capacity (kJ kg-1 K-1) 5 

Length of reactor (m) 7.022 

Bed void fraction 0.39 

Density of catalyst bed (kgm-3) 1140 

Tube inner diameter (m) 0.038 

Tube outer diameter (m) 0.042 

 

 

 

3.6 Purification 

 

The water-methanol mixture is distilled in order to meet the final specifications. It is essential 

for methanol to be stabilized (either by distillation or by deep flashing) in order to remove 

volatile components such as CO2 and permit shipment and transport in atmospheric vessels. 

There are three grades of methanol namely: chemical grade AAA (99.85wt% MeOH, 0.1wt% 
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water, and concentrations of higher alcohols at parts-per-million levels), Fuel grade (97wt% 

MeOH, 1 wt% water, 1.5wt% alcohols and 0.5wt% of process oil) and MTBE grade (97wt% 

MeOH, 1wt% water, 2wt% alcohols, 150ppm methyl acetate, 0.3wt% inert liquid medium). 

 

3.7 Details of the methanol process model in UniSim™ 

A schematic flowsheet for the methanol production in UniSim™ is shown in figure 3.2 and 

the corresponding stream conditions are at the appendix. 

Methanol production from synthesis gas is simulated using Honeywell UniSim Design R380 

with Soave-Redlich-Kwong (SRK)  fluid package. Mass and energy balances have been 

established for all cases. The Soave-Redlich-Kwong equation of state was used to calculate 

the stream physical and transport properties. The pressure drop across all the unit operations 

is set to 0.kPa. The simulation overview will be divided into several sections namely feed 

conditioning, pre-reforming, autothermal reforming (ATR), methanol production and 

purification. The catalyst used for the simulation was the Cu/ZnO/Al2O3 which has a 

selectivity of over 99%. 

 

Feed Conditioning 

Table 3.5 shows the composition of the natural gas used in the simulation; 

Table3.5: Natural gas composition 

Component Mole fraction 

Nitrogen 0.006 

Methane 0.955 

Ethane 0.03 

Propane 0.005 

n-Butane 0.004 

 

The natural gas is introduced at [50ºC, 70bar], it is then expanded by K-101 to [30bar] before 

it is preheated to (497 ºC).  Fresh water at [30ºC, 1bar] is also pumped to (30bar) and then 

preheated to (252 ºC) by exchanging heat with the effluent from the autothermal reactor as 

depicted in figure 3.2. The saturated steam produced is split into two where part of it used for 
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the steam reforming of natural gas and the other for the air separation unit (ASU).  The 

preheated natural gas and water then enters the pre-reformers.  

 

Pre-reforming 

It is made up of two reactors; the first one is modelled as a conversion reactor in which the 

higher hydrocarbons namely ethane, propane and n-butane are converted into hydrogen and 

carbon monoxide through conversion reactions. It is an adiabatic reactor and all the reactions 

have 100% conversion. The reactions taking place in this reactor has already been described 

in the section.  

The main components that should be present for the reactions to proceed are the preheated 

natural gas and steam. The unconverted natural gas (mainly methane) and the products as a 

result of the three reactions (stream 4 at 291ºC) are then fed into the next pre-reformer which 

is an equilibrium reactor and also modelled as an adiabatic reactor. The reactions that goes on 

in the equilibrium reactor is the steam reforming of methane and the water gas shift reaction. 

Both reactions are exothermic. The products (stream 5) from the second pre-reformer are 

mainly methane, water, hydrogen, carbon monoxide and carbon dioxide. The carbon 

monoxide content in (stream 5) reduces due to the water gas shift reaction. 

 

Autothermal reforming (ATR) 

To operate the autothermal reformer, the unconverted methane, water, hydrogen, CO, CO2 

and nitrogen from the pre-reformer and air are first fed into the reformer for combustion to 

heat up the catalyst of the reformer. Since the technology involve the use of combined 

reforming, the steam to carbon ratio was 0.6, this is because lower ratios do not favour soot 

and coke formation which is not desired in autothermal reforming process. The oxygen to 

carbon ratio was also found to be 0.5667 after the simulation. In brief, this model takes into 

account three principal reactions as shown in the process description section and six gas 

species including methane (CH4), oxygen (O2), carbon dioxide (CO2), water (H2O), carbon 

monoxide (CO) and hydrogen (H2) in chemical kinetics. Nitrogen (N2) present in the inlet air 

is considered as a diluent, which affects only the gas property. 
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Figure3.2: Methanol UniSim™ process flowsheet 
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Since the stoichiometry of all the reactions were known, the reformer was modelled as an 

equilibrium reactor. The outlet stream composition and properties were calculated by 

UniSim. 

The temperature of the effluent gas from the ATR is around 1095ºC, a heat exchanger is 

installed right after the reactor to produce a medium pressure steam which will be used to 

drive the compressor used in the air separation unit (ASU). The energy required by the ASU 

is 300 kWh/ton of oxygen. The properties of the steam produced are 252.4 ºC and 40bar. 

The production of steam reduces the temperature of the gas to 200 ºC, but there is still the 

need for us to cool down the mixture to 20ºC before the separation takes place. The 

separation is mainly done to get rid of the water in the gas mixture. The synthesis gas 

produced has a module (M) of 1.867. The syngas is deficient in hydrogen and this call for 

some adjustment in the M before it will be suitable for methanol production. 

 

Methanol Synthesis 

The synthesis gas leaving the separator is compressed to 76.98bar, the make-up gas as shown 

on the diagram is then mixed with the recycled stream which is very rich in hydrogen but this 

amount of hydrogen is still not enough for the adjustment, therefore a pressure swing 

absorption (PSA) unit is installed to produce some pure hydrogen, and this adjusts the M to 

2.03. The recycle ratio for the process is 4.71. The resulting mixture is heated again to a 

suitable temperature (270 ºC) for the reaction to proceed. The methanol reactor is simulated 

as plugged flow reactor (PFR) made up 5500 tubes. As described by the kinetics there are 

only two independent reactions taking place in the reactor. The details of the reaction and 

how it is applied in UniSim is shown at the appendix.    

The effluent from the methanol reactor is flashed to get rid of some of the unwanted gases in 

the final product. This is done at a temperature of 40°C by the flash as shown on the 

flowsheet. The resulting crude methanol produced is then sent to the distillation column for 

purification. About 96.5% of the unreacted synthesis gas is recycled to the methanol reactor 

and the other part is purged from the process to reduce the amount of inerts in the loop. A 

different kind of technology was used in the process known as the pressure swing adsorption 

unit; this equipment was used to produce pure hydrogen from the purge gas. The hydrogen 

produced was about 17% of the hydrogen found in the purge gas. Some of the combustible 
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gases found in the off-gas were burned to supply energy to the fired heater at the synthesis 

gas production section. The combustibles include hydrogen, carbon monoxide and methane. 

This brought the total of gases released into the environment to be around 300 tonnes/day.   

 

Only two distillation columns are installed in this simulation, it is usually three in practice. 

This is because we did not consider the formation of higher alcohols in our model like 

ethanol and glycol. The first distillation column removes most of the carbon dioxide in the 

crude methanol produced. The amount removed in this process was precisely 91wt%. It 

consists of only 10 trays and the feed was assumed to enter at the middle of the column which 

is tray number 5. The condenser and reboiler pressures were 1050kPa and 1100kPa 

respectively. The products leaving the column then enter the second distillation column. The 

second distillation unit removes the valuable product which is methanol from the top whiles 

the bottoms consist mainly of water and small traces of other gases. The column consists of 

24 trays and the pressure difference is about 15kPa. The methanol is emanating at a 

temperature of 138.6°C and that of water is at 178.6°C. The methanol produced is about 

99.96 wt% of the top products. 

The table below shows the properties of the gases produced after the simulation 

 Synthesis gas Methanol Off-gas 

Mass flow [tonne/day] 6155 4671 1065 

Temperature [°C] 20 138.6 41.61 

Pressure [bar] 30 10 71.98 

Mole fraction    

H2 0.6569 - 0.6069 

CO 0.2932 - 0.2505 

CO2 0.0382 - 0.0708 

H2O 0.0009 0.0004 0.0002 

CH4 0.0089 - 0.0531 

N2 0.0020 - 0.0123 

CH3OH - 0.996 0.0061 
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Chapter 4 
 

Results and Discussion 
 

This section describes the results obtained from the simulation of the process in UniSim™, 

starting with the synthesis gas part, the methanol synthesis part and self-optimizing control 

procedure applied on the process. 

 

Figure4.1: Steady-state concentrations with varying temperature (P = 76.98bar). 

The diagrams show how the concentration of methanol and hydrogen changes with the 

temperature of the process. Although the diagram shows the optimum temperature to be 

around 270°C, this temperature can affect the activity of the catalyst in the reactor and also 

will lead to deactivation of the catalyst within a short period of time. Instead a temperature of 

250°C was used in the simulation. 
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Figure4.2: Steady-state concentration with varying pressure (T = 270°C) 

The figure shows that the concentration of methanol increases with an increase in pressure 
and in the same shows that more hydrogen is consumed for the production of methanol. This 
is because of the increase in reactant partial pressures. Both reactions that CO2 hydrogenation 
and CO hydrogenation are nonequimolar with fewer molecules of products than reactants. 
The principle proposed by Le Chatelier helps us to understand that high pressure drives the 
reaction to the right.  

The optimal recycle ratio found was 0.965, which means 96.5% of the unconverted syngas is 
recycle back to the reactor. The resulting inert compositions in the purge gas are 5.45 mol % 
of methane and 1.22 mol% of nitrogen. The remaining components represent the losses of 
reactant hydrogen, carbon monoxide and carbon dioxide. Increasing the split ratio (recycled 
gas) will increase the composition of inert components in the off gas but in effect reduce the 
amount of reactants in the off gas, which only has fuel value. However when the amount of 
inert in the recycle is low it affects the kinetics and also require higher recycle flow rates, and 
this will increase the recycle compressor costs. This means there is always a trade-off 
between off gas losses and recycle compressor energy and capital costs.  

 

4.1 Self‐optimizing control 
 

The procedure outlined for self-optimizing control of a process according to [17]. 

 

4.1.1 Step 1: Degree of freedom analysis 

 

The methanol plant with a fixed molar flowrate of natural gas has 7 degrees of freedom as 
shown in table 4.1. 
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Table4.1: List of manipulated variables 

 Manipulated variable 
U1 Oxygen flowrate [kgmole/hr] 
U2 Water flowrate [kgmole/hr] 
U3 Outlet temperature of fired heater [°C] 
U4 Pressure at syngas section [bar] 
U5 Pressure at methanol synthesis section [bar] 
U6 Recycle % to methanol reactor  
U7 Recycle % of pure hydrogen to make-up gas 

 

4.1.2 Step 2: Definition of optimal operation 

 

The objective function considered for optimization of this process was based on the carbon 

efficiency for the whole plant which is an important operating parameter for overall energy 

efficiency. The carbon efficiency is defined as the ratio of moles of methanol in the outlet 

stream to the moles of inlet carbon including the moles of carbon in fresh natural gas for the 

fired heater. The following objective function is to be maximized: 

ܬ ൌ
ሾ ݈݄݊ܽݐ݁݉ ݂ ݓ݈݂ ݎ݈ܽ݉

݈݁݉݃݇
ݎ݄

ሿ

ሾ ݐ݈݊ܽ ݄݁ݐ ݎ݂ ݏܽ݃ ݈ܽݎݑݐܽ݊ ݊݅ ݏݐ݊݁ݐ݊ܿ ܾ݊ݎܽܿ ݂ ݓ݈݂ ݎ݈ܽ݉
݈݁݉݃݇
ݎ݄

ሿ
 

subject to the constraints: 

1. The temperature of the methanol reactor 
 Tr,max ≤ 270°C 

2. Outlet temperature of fired heater 
1000°C ≤ TATR ≤ 1100°C 

3. Temperature of the coolant 
240°C ≤ Tc ≤ 260°C 

4. Recycle ratio 
0 ≤ R ≤ 1 

5. Maximum production rate 
Fmethanol ≤ 5000tonne/day 

 
 

4.1.3 Step 3: Optimization 

Optimization was performed using the 7 degrees of freedom by making use of the SQP 

algorithm in UniSim™.to the find the optimal nominal operating point.  
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Variable  

Optimal objective function [%] 87.21 

U1 4024 

U2 4266 

U3 650 

U4 30 

U5 76.98 

U6 96.5 

U7 17 

 
 

4.1.4 Step 4: Identification of important disturbances 

The following disturbances (errors) were considered for this process: 

Table4.2: Disturbances to the process 

  Nominal Disturbance 
D1 Natural gas flow rate 7300 -20% 
D2 Natural gas flow rate 7300 +20% 
D3 Natural gas composition 0.955 -10% 
D4 Natural gas composition 0.955 -5% 
D5 Inlet temperature of ATR 650°C -25 
D6 Inlet temperature of ATR 650°C +25 

 

The process was reoptimized when different disturbances occur, and it was discovered that 

the exit temperature was always active. This implies that 6 control variables should be 

identified for the 6 unconstrained degrees of freedom. We continue the experiment and try to 

find out whether some the unconstrained degrees of freedom can be kept constant at the 

optimal nominal values and achieve near-optimal operation and at the same time get a 

minimum acceptable loss in the presence of disturbances and implementation error. The ideal 

case is to achieve an acceptable loss in the presence of disturbances without reoptimizing the 

degrees of freedom when disturbances and implementation errors occur. 

This leads us to the concept of self-optimizing control approach, a series of simulation 

experiments were performed by reoptimizing the process when different disturbances occur. a 

minimal loss in the objective function. A series of graphs were obtained and these are 

presented below; 
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First disturbance: change in flow rate of natural gas (±20%) 

 

 

(b) 

 

Figure4.3: Change in natural gas flow rate 

 

The flowrate of the natural was allowed to fluctuate between ±20%. The solid line in figure 
4.3a shows the value of the objective function when changes are made to the natural gas 
flowrate whiles the degrees of freedom remain fixed at their optimal nominal points. The 
traditional policy, which is to keep the degrees of freedom constant, gave a loss of 5.09% in 
the carbon efficiency when the natural gas flowrate recorded an increase of 10%.  The dotted 
line shows the reoptimization of the objective function when flowrate of natural gas changes 
and the degrees of freedom are allowed to vary. It was discovered that the optimal variation 
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in the flowrate of oxygen was found to be the greatest amongst the remaining six degrees of 
freedom and this is shown in figure 4.3b. These gave us a clue that we can keep the other 
degrees of freedom constant and allow the flowrate of oxygen to fluctuate during 
reoptimization. The dashed line depicts the observation we made and the loss was recorded 
an acceptable loss of 0.32% in the objective function at the worst case. Since there are other 
disturbances to consider it cannot be concluded here that keeping the five unconstrained 
degrees of freedom constant is the best solution. 

 

Second disturbance: Change in natural gas composition 

(a) 

 

(b) 

 

Figure4.4: change in natural gas composition 
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Following the same procedure as the first one, a second disturbance was considered which 
was a change in the composition of natural gas. The composition of methane changed from 
95.5% to 85%. The effect of this disturbance was less significant. The worst case gave a loss 
of  0.56% whiles when the flowrate of oxygen was included for reoptimization the loss was 
approximately zero.   

 

Third disturbance: Change in outlet temperature of fired heater (±25°C) 

(a) 

 

(b) 

 

Figure4.5: Change in outlet temperature of fired heater 
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Figure 4.5a shows that if the constant degree of freedom policy is used without reoptimizing 

the process, the loss is 0.57% when the temperature is reduced by 25°C. Reoptimizing the 

process with all degrees of freedom varying except the flowrate of oxygen gave a loss of 

0.13% when the temperature was 625°C. 

The loss in objective function associated with the different disturbances are summarised in 

the table below; 

Table4.3: Summary of worst case losses for various disturbances 

  
Disturbance 

Worse case of each disturbance Loss (%) if all DOFs 
are constant except O2 

flowrate 
Change from 
nominal point 

Loss (%) 

1 Natural gas flowrate +20% 5.09 0.32 
2 Natural gas composition -10% 0.57 0.13 
3 outlet temperature of fired 

heater 
-25°C 1.27 0.03 

 

The table clearly shows that we can keep all the degrees of freedom at their optimal nominal 

point except the flowrate of oxygen and only have an acceptable minimum loss in the 

objective function without reoptimizing the whole plant when certain disturbances occur. 

During the optimization of the plant only one constraint was active and that was the outlet 

temperature of fired heater. This means we are now left to find 6 control variables (CVs) for 

the 6 unconstrained degrees of freedom (DOFs). Some of the DOF as CVs can be kept at 

their optimal nominal point but care must be taken to check the effect of implementation 

error on such variables. Implementation error with respect to a control variable is defined as 

the difference between its setpoint and its actual value, e.g. due to measurement error or poor 

controls [24]. The effect of control variable implementation error on the objective function is 

shown in the table below;  

Table4.4: Effect of CV implementation error on objective function (loss) 

Control variable Implementation error (%) Loss (%)

Flowrate of water -10 0.46 

Pressure (syngas part) -2 0.88 

Pressure (methanol part) -2 2.08 

Recycle % to methanol reactor -15 3.53 

Recycle % of pure hydrogen to make-up gas -15 0.69 
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From the implementation error analysis we found that the objective function was sensitive to 

implementation errors in pressure (methanol part) U5 and recycle % of unconverted syngas to 

the methanol reactor U6. The objective function was however less sensitive to the 

implantation error as a result of water flowrate U2, pressure (syngas part) U4 and recycle % 

of pure hydrogen to make-up gas U7. We can conclude up to this point for the self-

optimizing control that, it is possible to keep four of the degrees of freedom at their optimal 

nominal point and they are U2, U3, U4 and U7. This implies that we have three 

unconstrained degrees of freedom and they are U1, U5 and U6. Therefore there arises the 

need for us to find the candidate control variables for the unconstrained degrees of freedom. 

 
 

4.1.5 Step 5: Identification of candidate control variables 

 
Table 4.6 shows the selected candidate control variables for the two unconstrained degrees of 

freedom at the methanol process loop. The unconstrained degree of freedom at the synthesis 

gas section which is the flowrate of oxygen will be used to control the temperature of the 

autothermal reactor (ATR). 

 
What should we control to achieve a minimum acceptable loss in the objective function when 

disturbances occur? This is the question left to be answered in this section. So far this project 

has outlined 44 candidate measurements from the methanol synthesis part. We are looking at 

2 unconstrained degrees of freedom at this point and having 44 measurements will result in; 

ସସ.ସଷ.ସଶ.ସଵ.ସ………ଵ
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It is clearly impossible to evaluate the effects of disturbances and implementation errors for 

all these possible combinations. Since the composition mole fraction of the purge gas is the 

same as that of the recycled gas only that of the recycled gas was used for the analysis. 

 
Minimization of the loss L for any worst-case combination of disturbances and 

implementation errors is equivalent to minimizing the maximum singular value of ߪതሺܯሻ, and 

that was used to obtain the best candidate sets of controlled variables. The calculation of 

variables ଵܵ (total span), G (steady-state linear matrix) and ܬ௨௨ (Hessian of unconstrained 

inputs) are shown at the appendix. Table 4.7 shows the candidate control variables that were 

chosen with their corresponding nominal optimal point, optimal variation and total span (sum 

of the optimal variation and implementation error). From table 4.7, about 6 sets of the best 
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pairing contains the compressor power for the make-up gas (Y1) being used in controlling the 

pressure of the methanol reactor. 

Table4.5: Selected candidate control variables for the methanol process 

Y1 Duty of make-up compressor Y23 Mole fraction of H2O to reactor 

Y2 Duty of recycle compressor Y24 Mole fraction of CH4 to reactor 

Y3 Flowrate of make-up gas Y25 Mole fraction of H2 to reactor 

Y4 Mole fraction of CO in make-up gas Y26 Mole fraction of N2 to reactor 

Y5 Mole fraction of CO2 in make-up gas Y27 Mole fraction of MeOH out of reactor 

Y6 Mole fraction of H2O in make-up gas Y28 Mole fraction of CO out of reactor 

Y7 Mole fraction of CH4 in make-up gas Y29 Mole fraction of CO2 out of reactor 

Y8 Mole fraction of H2 in make-up gas Y30 Mole fraction of H2O out of reactor 

Y9 Mole fraction of N2 in make-up gas Y31 Mole fraction of CH4 out of reactor 

Y10 Flowrate of recycle gas Y32 Mole fraction of H2 out of reactor 

Y11 Flowrate of purge gas Y33 Mole fraction of N2 out of reactor 

Y12 Mole fraction of MeOH in recycle gas Y34 Heat flow from reactor 

Y13 Mole fraction of CO in recycle gas Y35 Flowrate of separator overhead vapour 

Y14 Mole fraction of CO2 in recycle gas Y36 Mole fraction of MeOH from separator overhead vapour 

Y15 Mole fraction of H2O in recycle gas Y37 Mole fraction of CO from separator overhead vapour 

Y16 Mole fraction of CH4 in recycle gas Y38 Mole fraction of CO2 from separator overhead vapour 

Y17 Mole fraction of H2 in recycle gas Y39 Mole fraction of H2O from separator overhead vapour 

Y18 Mole fraction of N2 in recycle gas Y40 Mole fraction of CH4 from separator overhead vapour 

Y19 Flowrate of syngas to reactor Y41 Mole fraction of H2 from separator overhead vapour 

Y20 Mole fraction of MeOH to reactor Y42 Mole fraction of N2 from separator overhead vapour 

Y21 Mole fraction of CO to reactor Y43 Flowrate of liquid outlet from separator 

Y22 Mole fraction of CO2 to reactor Y44 Flowrate out of reactor 

 
 
The flowrate of the recycle and purge gas were also included as one of the best candidates for 

the split ratio. The other choices are also reasonable to consider that is set (7 – 16) as shown 

in table 4.7. 

 
 

4.1.6 Step 6: Detailed evaluation of loss 

 

The next step is to evaluate the loss associated with the promising candidate set of control 

variables in table 4.8 by keeping the constant setpoint policy in the presence of disturbances 

and implementation errors. The computations were performed using dedicated Matlab code 

developed by Vinay Kariwala. As can be seen from the table the set with the minimum loss is 
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the best to consider. Set 1 directs us to use the compressor power for the control of the 

pressure and also by flow-controlling the flowrate of the purge stream it will be possible to 

control the split ratio.   

 
 
Table4.6: Candidate control variables with small losses in local analysis 

Variable Name Optimal 

nominal 

Optimal 

variation 

Implementation 

error 

Total 

span 

Y1 Duty of make-up compressor [kW] 22355.29 79.33 1117.76 1197.09 

Y10 Flowrate of recycle gas [kgmol/hr] 56456.04 51450.56 5645.60 57096.16 

Y11 Flowrate of purge gas [kgmol/hr] 3924.75 -778.74 392.48 -386.27 

Y12 Mole fraction of MeOH in recycle 

gas 0.0056 0.00039 0.00056 0.00095 

Y13 Mole fraction of CO in recycle gas 0.2124 0.0095 0.0212 0.0375 

Y18 Mole fraction of N2 in recycle gas 0.0109 0.1331 0.00109 0.1342 

Y22 Mole fraction of CO2 to reactor 0.0767 0.01148 0.00767 0.01915 

Y26 Mole fraction of N2 to reactor 0.00836 0.12168 0.00084 0.1225 

Y28 Mole fraction of CO out of reactor 0.19164 0.01249 0.0192 0.03165 

Y33 Mole fraction of N2 out of reactor 0.00985 0.12929 0.00098 0.13018 

Y34 Heat flow from reactor [kW] 174235.19 21027.77 8711.76 29739.52 

Y36 Mole fraction of MeOH from 

separator overhead vapour 0.0056 0.00039 0.00056 0.00095 

Y37 Mole fraction of CO from separator 

overhead vapour 0.0109 0.1331 0.00109 0.13424 

Y42 Mole fraction of N2 from separator 

overhead vapour 6619.85 744.58 661.99 1406.56 

Y43 Flowrate of liquid outlet from 

separator [kgmol/hr] 22355.29 79.33 1117.76 1197.09 

 
 
The final evaluation and control structure involves the selection of the sets of controlled 

variables with acceptable loss, such as the ones shown in table 4.7. Dynamic control 

performance (input-output controllability) will be used to analyse the results discovered by 

the self-optimizing control approach. 

The procedure used for finding the maximum singular value ߪതሺࡹሻ and the loss L is shown at 

the appendix. 
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Table4.7: Maximum singular values for unconstrained control variables 

Set Variable 1 Variable 2 ߪതሺࡹሻ Loss (L) 
1 Y1 Y11 0.957497 0.4584 
2 Y1 Y18 1.014889 0.515 
3 Y1 Y42 1.014889 0.515 
4 Y1 Y33 1.190378 0.7085 
5 Y1 Y22 1.388380 0.9638 
6 Y1 Y26 1.410957 0.9954 
7 Y28 Y34 1.598562 1.2777 
8 Y12 Y43 1.849108 1.7096 
9 Y36 Y43 1.849108 1.7096 
10 Y12 Y34 1.850027 1.7113 
11 Y34 Y36 1.850027 1.7113 
12 Y37 Y43 1.896787 1.7989 
13 Y13 Y43 1.897156 1.7996 
14 Y1 Y43 1.902630 1.8100 
15 Y26 Y37 1.905256 1.8150 
16 Y13 Y26 1.905571 1.8156 

 

 

4.2 Dynamic Simulation  

 

Before the steady-state simulation was transformed into dynamics, equipment sizing was 

carried out. All the separators were sized with 5 min residence time and a 50% liquid level.  

The calculation of the size of the separator was based on the superficial vapour velocities, 

using gas flowrate and density. The size of the methanol reactor was known from the steady 

state model. The size of the pre-reformer and the autothermal reactors were sized in the same 

way as the separators but without a liquid holdup amount.  The heat exchangers on the other 

hand were sized with 10 min liquid holdup time. 

The instability associated with the level of the condenser, reboiler and separators are 

stabilized by using its outlet liquid flow rate with a P – controller. As explained earlier the 

reactor is normally unstable and has some oscillations in its outlet temperature and this 

affects the inlet pressure or temperature as a result. It has been suggested by [2] to control the 

reaction temperature by controlling the pressure of the boiling water. Besides this pressure 

loop a level controller is used to control the water level in the steam drum. Control structures 

were also set for all the variables that were specified during the steady-state simulation. All 

these constitute the regulatory layer control. 
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The figure shown in the dynamic mode is a little different from the steady-state model 

because we wanted to simplify the process. The distillation columns and the splitter was 

removed. 

 

4.2.2 Tuning of controllers 

The selected regulatory loops are first of all closed and tuned individually starting with the 

fastest loops. Step tests were performed on the control variables (y) by making changes in the 

manipulating variables (u). The model parameters recorded are used to tune the controllers by 

using the SIMC tuning rules [26] to design PI-controllers: 

ܭ ൌ
ଵ



ఛ

ఛାఏ
 ;  ߬ூ ൌ ݉݅݊ሼ߬ଵ, 4ሺ߬    ሻሽߠ

where k, τ,  τc and θ are the gain, time constant, tuning parameter (desired closed loop time 

constant) and effective delay respectively. In this process τc  =  θ,  for robustness.  The gain Kc 

and integral time τI for the regulatory controllers are shown in the table below; 

 

 

 

 

 

 

 

 

 

Figure 4.6 shows the setpoint of the control variables when no disturbance has occur for 

about 2.5hrs.  
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Figure4.6: Setpoint of control variables 
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The graphs shows the objective function, temperature of the ATR, outlet temperature of the 

fired heater, molar flow of steam, molar flow of purge gas and pressure of the make-up gas 

and recycle gas. 

 

Although the process was separated, the effect of disturbances on the process was used to 

validate the control scheme proposed for the different parts. The first was a 10% decrease in 

the natural flowrate (from 7300 to 6570). The responses are shown in the figure below; 

 

 

 

 

 

 

 

 

 

 

 

From the figure above the objective function is decreasing rapidly, this is because of the 

outlet temperature of the methanol reactor not being controlled. The other control variables 

seem to drift away from their setpoint but come back after a certain period of time. 

 

 

Figure4.7: 10% decrease in natural gas flowrate 
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The next figure shows the response when the natural gas molar flow is increased by 10% 

(from 7300 to 8030). 

 

 

 

 

 

 

 

 

 

 

The temperature of the ATR assumes a new steady-state value (1077°C) when the natural 

molar flow increases. The pressure of the make-up gas and recycle gas tends to fluctuate 

around the setpoint.  

 

The response of the control variables when the composition of the natural gas changes is 

shown in figure 4.9. Clearly,all the controllers works perfectly when the composition of 

natural gas changes. The only problem is that the objective function seems to decrease very 

rapidly but this is caused by the uncontrolled temperature out of the methanol reactor.  

 

 

 

Figure4.8: 10% increase in natural gas flowrate 
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Figure4.9: 5% change in natural gas composition 
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Figure4.10: Plant wide control structure 
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Table4.8: Controller parameters 

Tag Input Output 
Set 

point 
PI-controller parameters 
Kc τi (min) 

FC1 V6 Fsuper heated steam [kgmol/hr] 4266 0.6 5 
FC2 V15 Fpurge gas [kgmol/hr] 2704 0.6 5 
TC1 V1 Tsuperheated steam [°C] 496.9 0.1 0.1 
TC2 V2 T preheated natural gas [°C] 496.9 0.1 0.5 
TC3 V3 Tpreheated oxygen [°C] 200 0.1 0.1 
TC4 V4 Toutlet of ATR [°C] 1095 0.01 0.45 
TC5 V5 Tinlet to ATR [°C] 650 0.1 0.1 
TC6 V8 Tsteam for ASU [°C] 400 0.1 0.1 
TC7 V9 Tinlet to separator [°C] 20 0.05 2 
TC8 V12 Tinlet of methanol reactor [°C] 270 0.1 0.5 
TC9 V13 Tinlet to flash drum [°C] 40 0.05 2 
PC1 V11 Pmake-up gas [kPa] 8000 0.7 0.3 
PC2 V16 Precycle gas [kPa] 8000 0.7 0.3 
LC1 V10 Lseparator [%] 50 2 
LC2 V14 Lflash drum [%] 50 2 

NB: F, T, P, and L stands for flowrate, temperature, pressure and level respectively. 
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Chapter 5 

Conclusion and further work 

5.1 Conclusion 

 
The simulation of the methanol plant in UniSim™ imposed some challenges for this thesis 

but yet still a near accurate model was simulated. We can boldly say that the first aim for this 

thesis was achieved. Although there were some problems with the best kinetics to be chosen 

for the methanol formation, the kinetics proposed by Vanden Bussche and Froment proved to 

give a better results. 

 

The area of optimization and controllability of the manufacturing plants still remains a bigger 

challenge for many industries today. In this thesis, the methodology used for the optimization 

incorporates several issues like economics, environmental and operational considerations for 

the process. The process was optimized with about 7 degrees of freedom which is known to 

have adverse effects on the carbon efficiency (objective function) was considered. UniSim™ 

optimizer was used to carry out this operation. The 7 degrees of freedom were flow rates of 

water and oxygen, pressure at the syngas and methanol synthesis part, inlet temperature to the 

ATR, the amount unreacted syngas recycled to the reactor and the amount of pure hydrogen 

recycled to the process. After the optimization, the optimal nominal values for these 

manipulated variables were found and used for further analysis. The idea of self-optimizing 

approach was carried out, it was discovered that keeping the all the degrees of freedom 

except the flow rate of oxygen gave an acceptable loss when disturbances occur. This means 

there will be no need to reoptimized the whole plant again when disturbances was to happen. 

 

Another test was also carried out on the 6 decision variables left, and that was the effect of 

implementation error. It was realized that implementation error has some effect on two of the 

remaining degrees of freedom; and these were the pressure at the methanol part and the 

recycle of unconverted syngas to the methanol reactor. This means we have four constrained 

degrees of freedom and three unconstrained degrees of freedom for the plant based on the 

manipulated variables selected for the optimization. 

 

The next step was to select candidate control variables for these unconstrained degrees of 

freedom. As it is always said in process control ‘active constraints should be controlled’. 
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Insight form the process simulation suggested that; the flowrate of oxygen can be controlled 

with the outlet temperature from the autothermal reformer. About 44 possible candidates 

were selected for the other two remaining unconstrained degrees of freedom. The exact local 

method, as described in chapter 4 of this thesis was used to select some candidate sets for the 

process. The best pairing was the work of the compressor and the flowrate of the purge gas. 

 

Dynamic evaluation and plant-wide control were integrated within the framework to assess 

the operability and controllability of the plant. Control in plant-wide perspective forms the 

final stage of the process synthesis, design and operation assessments. A simplified dynamic 

model was use to implement and validate overall dynamic performances of the plant. 

However the dynamic simulation failed to work in UniSim™ when the whole plant is 

analysed but seems to work fine when they are in separate parts namely syngas and methanol 

synthesis part. Further tests were performed on the different parts but since it was impossible 

to test the control structure of the entire plant it made it very difficult to conclude whether the 

control structure developed is really the best one for such a process. 

 

5.2 Future Recommendation 

 

Although a great deal of effort and some significant results were achieved in this thesis, but 

there is still a number of potential areas that is to be considered and addressed for further 

investigations. Outlined below are some of the future potential areas that can still be 

harnessed for this process; 

1. Heat integration should be considered for this process. 

2. Self-optimizing control in the dynamic mode should considered in the near future 

3. Mode II self-optimizing control proposed by (Skogestad, 2004) should be applied 

for this process 

4. A different dynamic simulation software like Aspen dynamics™ should be used 

for the dynamics of the plant. 

5. It was observed during the dynamic simulation that the pressure for the methanol 

synthesis loop was very difficult to control; therefore a more realistic way of using 

the compressor power for control is by using compressor curves and then 

specifying the speed of the compressor instead of the head and efficiency 

specification used in this thesis. 
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6. The outlet temperature of the methanol reactor should be controlled by controlling 

the temperature of the produced steam. I was unable to control this temperature 

because of the instability in the process. 
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APPENDIX 
 
A: Kinetics applied in UniSim™ 

Vanden Bussche and Froment 

Two independent reactions (hydrogenation of carbon monoxide and the reverse water gas 
shift) were considered out of the three following dependent reactions: 

(A) CO  + 2H2  ↔ CH3OH, 

(B) CO2 + 3H2 ↔ CH3OH + H2O 

(C) CO2 + H2 ↔ CO + H2O 

The table below shows the kinetic and equilibrium constants 

k = A exp(B/RgT) A B 

ka (bar-1/2) 0.499 17197 

kb (bar-1) 6.62×10-11 124119 

kc 3453.38 - 

kd  (mol/kg s bar2) 1.07 36696 

ke (mol/kg s bar) 1.22×1010 -94765 

   

ܭ ൌ 10ሺ

்ିሻ 

A B 

ଵܭ

ሺܾܽିݎଶሻ 3066 10.592 

ଶܭ
 2073 2.029 

 

ଵܭ

ൌ 10ቀ

ଷ
் ିଵ.ହଽଶቁ 

ln ଵܭ

ൌ ln 10ቀ

ଷ
் ିଵ.ହଽଶቁ 

ln ଵܭ

ൌ 2.3 ൬

3066 ൈ 8.314

ܴܶ
െ 10.592൰ 

ln ଵܭ

ൌ ൬

58629

ܴܶ
െ 24.36൰ 

ଵܭ

ൌ ݁ቀ

ହ଼ଶଽ
ோ் ିଶସ.ଷቁ 
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ࡷ
ࢋ
ൌ .  ൈ ିࢋቀ

ૡૢ
ࢀࡾ

ቁ 

 

ଶܭ

ൌ 10ቀ

ଶଷ
்

ିଶ.ଶଽቁ 

ln ଶܭ

ൌ ln 10ቀ

ଶଷ
்

ିଶ.ଶଽቁ 

ln ଶܭ

ൌ 2.3 ൬

2073 ൈ 8.314

ܴܶ
െ 2.029൰ 

ln ଶܭ

ൌ ൬

39640

ܴܶ
െ 4.67൰ 

ଶܭ

ൌ ݁ቀ

ଷଽସ
ோ் ିସ.ቁ 

ࡷ
ࢋ
ൌ ૢ. ૠ ൈ ିࢋቀ

ૢ
ࢀࡾ ቁ 

 

The rates of reaction proposed by Vanden Bussche and Froment according to reaction (B) 

and (C) are given below; 

 

CO2 hydrogenation 

ݎ ൌ

݇ௗ ܲைమ ுܲమ ൭1 െ ቆ
1

ଵܭ
ቇ ൫ ுܲమை ܲுయைு/ ுܲమ

ଷ
ܲைమ൯൱

൬1 
݇ ுܲమை

ுܲమ
 ݇ඥ ுܲమ  ݇ ுܲమை൰

ଷ  

ݎ ൌ

݇ௗ ܲைమ ுܲమ െ
݇ௗ
ଵܭ


ுܲమை ܲுయைு

ுܲమ
ଶ
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36696
ܴܶ

ቁ

2.63 ൈ 10ିଵଵ݁ݔቀ
ହ଼ଶଽ
ோ் ቁ

ൌ 4.07 ൈ 10ଵ݁ݔ ൬
െ21933

ܴܶ
൰ 



 

‐ 64 ‐ 
 

ݎ ൌ

ݔ1.07݁ ቀ
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ܴܶ

ቁ ܲைమ ுܲమ െ 4.07 ൈ 10ଵ݁ݔ ቀ
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ଶ
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0
RT
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17197
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ቁඥ ுܲమ  6.62 ൈ 10ିଵଵ exp ሺ
124119
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.ݐܽܿ݃݇ ݏ
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2
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0
RT
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3
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Reverse water gas shift reaction (RWGS) 
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B: Stream table for nominally optimal operating point for the methanol process (refer to fig. 3.2 for stream names)  
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C. Selection of control variables  

This part of the appendix outlines how to compute the linear gain matrix G, the Hessian Juu of 
unconstrained inputs, the objective function Jud in the presence of disturbances, optimal 
variation for candidate control variables span (ci) and the disturbance matrix Gd. 

G and Juu are calculated with respect to the optimal nominal point, assuming zero 
disturbances. The matrix is calculated by using the usual approximation: 

߲ܿሺݑሻ

ݑ߲
ൌ lim

→

ܿ൫ݑ  ݄݁൯ െ ܿሺݑሻ

݄
 

Where i = 1…..nc is the index of the candidate control variables, j = 1…….nu is the index set 
of unconstrained inputs, h is the vector of increments for each input uj, and ej = [000…1…0] 
is the zero vector except for the j-element which is 1. 

In UniSim™, the assumption made was that c(u) is the nominal point of the unconstrained 
input and c(u + ejh) was evaluated by adding a step of magnitude ejh to the vector u for each 
input j  and then the resulting vectors was then taken excel which numerically calculates the 

term ܩ ൌ
డሺ௨ሻ

డ௨ೕ
. 

The Hessian Juu is also evaluated in a similar manner and the approximation used was: 

߲ଶܬሺݑሻ

ݑ߲
ଶ ቤ ݅ ൌ lim

→

ݑ൫ܬ  ݄ܧ  ݄൯ܧ െ ݑሺܬ  ݄ሻܧ െ ݑ൫ܬ  ݄൯ܧ  ሻݑሺܬ

ሾ்݄݄ሿ
 

Where Eij is the zero matrix except for the ij-element which is 1. Since there were only two 
unconstrained inputs, the matrix was calculated as; 

௨௨ܬ ൌ

ۏ
ێ
ێ
ێ
ۍ
߲ଶܬሺݑሻ

ଵݑ߲
ଶ

߲

ଵݑ߲
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ଶݑ߲
ଶ ے

ۑ
ۑ
ۑ
ې

 

Where u1 and u2 are pressure and the split ratio respectively. 

Jud is calculated using the same approximation as the Hessian; the only difference is that the 
disturbances are included in this matrix. The matrix is as follows; 

௨ௗܬ ൌ

ۏ
ێ
ێ
ێ
ۍ
߲

ଵݑ߲

ܬ߲

߲݀ଵ

߲
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ଶݑ߲
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߲݀ଶ

    

߲
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ܬ߲

߲݀ଷ

߲

ଵݑ߲

ܬ߲
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߲

ଶݑ߲

ܬ߲

߲݀ଷ

߲

ଶݑ߲

ܬ߲

߲݀ସے
ۑ
ۑ
ۑ
ې

 

Where d1, d2, d3 and d4 are the disturbances resulting from the natural gas flowrate, 
composition, inlet temperature of the ATR and outlet temperature of the methanol reactor 
respectively considered for this analysis.  
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The optimal variation for the candidate variables (span(ci)) was used for the scaling of the 
linear matrix G obtained by linearizing the nonlinear model of the process. For each of the 
candidate controlled variable ci, the optimal maximum variation ∆ci,opt(d) due to the variation 

in disturbances. The optimal parameters (inputs and outputs) from the nonlinear model for 
different conditions (disturbances and operating points). This gives rise to each candidate 
control variable ci having different sets of values for ∆ci,opt(d). From this we can apply the 

criteria below to choose the one that has maximum effect. 

∆ܿ,௧ሺ݀ሻ ൌ max
∈

൫หܿ,௧


െ ܿ,௧
ห൯ 

Where D is the set of disturbances, ܿ,௧
  is the optimal value of ci due to disturbance j and 

ܿ,௧
 is the nominal optimal value of ci. Implementation error ni (sum of measurement error 

and control error) for each candidate control variable ci was also obtained. The scaling of the 
variables with the sum of the magnitudes of ∆ܿ,௧ሺ݀ሻ and implementation error ni makes 

them similar. The sum is called the span of the variable which is given as; 

ሺܿሻ݊ܽݏ ൌ ∆ܿ,௧ሺ݀ሻ  ݊ 

The scaling matrix S1 can then be computed as ଵܵ ൌ ݀݅ܽ݃ ቄ
ଵ

௦ሺሻ
ቅ. 

 

 

The worst-case loss is given by: 

max
‖ᇲ‖మஸଵ

ܮ ൌ ሻࡹതሺߪ /2 

where 

ࡹ ൌ ሺࡹ ࢊࡹሻ 

ࢊࡹ ൌ ௨௨ܬ

ଵ
ଶ ሺܬ௨௨

ିଵܬ௨ௗ െ ௗሻܩଵିܩ ௗܹ 

ܯ ൌ ௨௨ܬ
ଵ/ଶ
ଵିܩ ܹ 

ௗܹ represents the expected magnitude of the  individual disturbances and ܹ the magnitude of the 
implementation error. 

 


