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Abstract

The purpose of this thesis is to investigate if it is possible to improve the temperature control in The Large Hadron Collider at CERN. 

An inverse response occurs in the temperature in the temperature control of the Large Hadron Collider (LHC). A pressure controller was applied to the heat exchanger that cools the LHC to try to keep a constant pressure and thus reduce or remove the inverse response. The temperature control can be made faster and better when the inverse response was removed or reduced.

A model developed by Bjørn Flemsæter in his Ph.D. thesis was the basis for the model developed in this thesis. Flemsæter’s model was recreated and improved. The System Identification Toolbox in Matlab was used to confirm that the developed model gave a good representation of the real system. This applies for both the recreated and the improved model. The results from the system identification and the temperature control presented in Flemsæter’s thesis were compared with the ones obtained by the model developed in this thesis. 

The software used in the modelling was Matlab/Simulink.

The developed model gives a good description of the test string regarding pressure, temperature and heat transfer calculations. 

It is possible to remove the inverse response in the temperature by applying a valve that controls the pressure at the start of the heat exchanger. The model becomes more stable when this is done.

The pressure control works satisfactory when tuned with Skogestad’s rules.

The temperature controller is slow when it is tuned with Skogestad’s rules. The performance is considerably improved by doubling the gain. Doubling the gain does not affect the stability of the controller.

The two PI controllers, which controls the temperature and pressure in this thesis, works faster and gives better results than both the PID controller and the MPC that Flemsæter used in his Ph.D. thesis.
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1 Introduction

In high energy physics the particle accelerator is the most important tool for performing experiments. When the particles are being crushed against each other in collisions inside accelerators, called collision-machines, or against targets on the outside of the accelerator, new particles are being produced. Matter is transferred to energy and back. This happens according to Einstein’s known equation, E=mc2.  The particle collisions in the experiments performed at CERN, makes it possible to penetrate into the innermost of matter. This takes us back to the beginning of time, to the “Big Bang”. The scientists at CERN studies millions of such collisions and are trying to understand how the universe has become what it is today, 15 billion years after the “Big Bang”.

Particle accelerators exist in two different forms, linear and circular, and CERN have both types. Accelerators use strong electrical fields to give the particle beams energy and magnetic fields to focus them. In linear machines energy will be transferred to the beam along the whole length of the machine and the longer the machine, the more energy. In circular machines the magnets are used to control the particles so they follow a certain path. The particles are gaining more energy for each lap. 

The LHC is a circular particle accelerator, which will probe deeper into matter than ever before. Due to start operating in 2005, it will ultimately collide beams of proton of 14 TeV. Beams of lead nuclei will also be accelerated, smashing together with collision energy of 1150 TeV. The LHC will allow scientists to penetrate still further into the structure of matter and recreate the conditions prevailing in the Universe just 10-12 seconds after the "Big Bang" when the temperature was 1016 degrees. The LHC will make use of superconducting magnets operating at 1.9 K along the whole circumference of 27 km. The refrigeration system, with liquid helium as a coolant, will have a capacity of 144 kW at 4.5 K, the largest part of which is consumed at the 1.9 K level. 

The temperature control of the magnets is crucial and has strict operating constraints. There are several constraints that need to be taken into account. The constraints are: (a) the maximum temperature at which the magnets can operate, (b) the cooling capacity of the cryogenic system, (c) the variability of applied heat loads and (d) the accuracy of the instrumentation. Good temperature control and smooth operation of the LHC machine will limit the cost of running the cryogenic system. 

This paper is trying to improve the control strategy for the heat exchanger that is used to control the temperature of the particle accelerator (LHC). The model used in the paper is developed and improved from the one Flemsæter/1/ uses in his Ph.D. thesis. 

Most of the time spent on this paper was used to recreate Flemsæter’s model, since it was impossible to acquire his Matlab/Simulink files. The model was first recreated, tested and verified before it was improved. The System Identification Toolbox in Matlab was used verify the validity of both the original and the improved model. The results were compared with the data from the test string at CERN. The test string represents a section (half cell) of the LHC.

A pressure controller and a temperature controller where then implemented and tuned. The pressure controller should control the pressure in the heat exchanger and thus reduce or remove the inverse response that occurs when the temperature controller is controlling the temperature. The present control strategy at CERN does not include a pressure controller at the point where it is implemented in this paper. Finally the new temperature control was tested and compared with the data Flemsæter presented in his Ph.D. thesis.

2 Process description

Some of the description in chapter 2.1 is from Flemsæter/2/.

2.1 The 1.9 K cooling loop

The superconducting magnets operate in static baths of pressurized He II at approximately 1.8 K and 1 bar. The generated or deposited heat is transported by conduction to a heat exchanger tube (HX) threading its way along the magnet string, thus constituting a linear cold source. Inside the tube, a flow of saturated He II absorbs the heat load by gradual vaporization. 

The superfluid helium cooling scheme for the future LHC will be implemented in independent cooling loops (cell), each consisting of eight separated, but thermally linked magnets, totalling 107 meters. The configuration of the test facility represented in this paper roughly represents a half-cell, consisting of four slightly shorter magnets (figure 2.1 is missing a dipole) with at total length of 35 meters, but with the basic cryogenic cooling concept being identical (figure 2.1). It is mounted on a 1.4 % slope representing the maximum slope inside the LHC tunnel. 
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Figure 2.4 The 1.8 K cooling loop for the String.




Figure 2.1:
The 1.8 K cooling loop for the test string.

The liquid helium used for cooling at the 1.8 K level is taken from the main reservoir in the String Feed Box (SFB) at 4.2 K and 1.15 bar (1). The helium is subcooled in the subcooling heat exchanger (2) to 2.2 K before sent through the heat exchanger in the overflow pot (3). The subcooled liquid is then expanded to saturation at approximately 19.5 mbar and 1.85 K in the Joule-Thompson valve (4) (from now on referred to as the JT-valve), producing a vapour fraction (x) of about 0.12 under steady state conditions in this paper.

The helium is led to the end of the heat exchanger tube at the end of the magnets (5). It is let out into the heat exchanger, and flows back towards the overflowing pot. To avoid liquid in the overflowing pot, the heat exchanger dries out after typically 1/3 of the length under normal operating conditions. Due to the extraordinary heat-transport property of the pressurized helium in the cold mass (figure 2.1), the temperature in the magnets is kept almost constant. (The heat-transport properties are described in chapter 3.3.3.)

When more cooling power is required, the JT-valve opens and the additional liquid will have to flow over the already wetted length to participate in the cooling. At the same time the amount of flash gas from the JT-valve and the pressure drop along the heat exchanger tube increases, leading to a higher saturation temperature. This effect leads to an inverse response where the cooling decreases in a transient period (typically 5-10 minutes). A valve was inserted at the outlet of the overflow pot (6) to stabilize the pressure. The pressure was stabilized at the start of the heat exchanger and in the overflow pot to try to reduce or remove the inverse response that occurs in the temperature.  

The overflow pot is a vessel containing the JT-valve and a heat exchanger (3) to vaporise excess liquid. 

The lambda plaque is dividing the pressurized helium at 1.9 K in the cold mass from the saturated 4.2 K bath. There is normally no pressure difference over it.

The mass of pressurized He II in the cold mass is about 180 kg compared to the several tons of metal, but it still constitutes 99 % of the specific heat (Cp) at 1.9 K. Most physical parameters at highly non-linear in the temperature range of interest, for example Cp more than doubles its value from 1.8 to 2.1 K. 

2.2 Degrees of freedom

The developed model has two degrees of freedom (the degrees of freedom = the number of inputs). This can be seen on figure 2.1, where it is 2 inputs that can be manipulated.

1. The JT-valve

2. The pressure valve

Table 2.1:
Inputs with limits.

Input
Steady state value
Lower limit
Upper limit
Unit

JT-valve
34.59
0
100
Valve opening [%]

Pressure valve
7.93
0
100
Valve opening [%]

An input that cannot be manipulated is considered to be a disturbance. The heat leak into the system is considered to be a disturbance even if it is controllable input in the model. It is not a controllable input for the LHC/test string and is thus seen as a disturbance.  In the model extra energy (heat) can be applied at any time to examine how the system responds to the changes. There are several other disturbances on the LHC/test string/1/, but these are not present in the model developed in this paper.

Table 2.2:
Disturbance with expected variation/1/.

Disturbance
Steady state value
Expected variation
Unit

Heat leak
38.6
± 2.5
W

2.3 Control

2.3.1 Control objectives

It is desirable to keep the temperature in the magnets as close to the set point as possible and it should not be significantly higher than 1.9 K (described in chapter 3.2). The reason for this is the specific heat transport properties of He II (described in chapter 3.3). The temperature of the superconducting magnets is a control parameter with strict operating constraints imposed by:

· The maximum temperature at which the magnets can operate.

· The cooling capacity of the cryogenic system.

· The variability of applied heat loads.

· The accuracy of the instrumentation.

Temperature control with a narrow control band will ease the demands on these constraints as illustrated in figure 2.2. 
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Figure 2.2:
Temperature margins for the process.

2.3.2 Control strategy

The temperature controller controls the temperature by manipulating the JT-valve. In the developed model the temperature in the magnets are considered to be uniform and thus only one temperature sensor is needed. The layout in figure 2.3 is taken from the string where there is eight temperature sensor to measure the temperature/1/. The maximum temperature measured in the magnets is the input to the temperature controller. 

The pressure controller controls the pressure in the heat exchanger by manipulating the pressure control valve. This should reduce or remove the inverse response in the temperature that occurs when the temperature is controlled. The pressure has been controlled in the overflow pot and at the start of the heat exchanger to examine the best point to control the pressure. Figure 2.3 shows the pressure controller when the pressure is controlled at the start of the heat exchanger. 
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Figure 2.3:
Control scheme for the cooling loop. The loop is showing eight temperature 

sensors (TT) , the temperature controller (TC), the JT-valve, the pressure sensor (PT), the pressure controller (PC) and the pressure control valve.
3 Theory

3.1 The LHC cryogenic system

This chapter only deals with a small part of the layout of the cryogenic system and the test string. For a complete description of the LHC layout see Flemsæter/1/ and CERN/9/, /10/.

The theory is taken from Flemsæter/1/.

3.1.1 The general layout

The superconducting magnets used throughout the circumference of the LHC will require very stable operating conditions around 1.9 K. The cryogenic system must be able to transfer cooling power over distances of 3.3 km with small temperature differences (~100 mK). The cryogenic system will reuse the present infrastructure and cryoplants in operation at the present Large Electron Positron (LEP) accelerator. Since the cryogenic transferlines have a 1.4 % slope and a height difference of 100 meters from the lowest to the highest point of the ring, the cryogenic system also have to cope with static head in the lines.

There are eight cryogenic helium plants evenly distributed around the ring that produce refrigeration. Each cryoplant will have a capacity of 18 kW at 4.5 K and a total capacity of 144 kW at 4.5 K. To reduce the requirement for underground space, the major part of the plants will be located at the surface. Pressurized liquid at 20 K is led down through a vertical transfer line to the underground area where the rest of the cryoplant is located. Each plant will supply two adjacent sectors of 3.3 km with cryogenic liquids at different temperatures through a distribution line. The cold compressor units can provide a pumping capacity of 120 g/s at 16 mbar.

The cryogenic distribution line running alongside the magnets are a major component. The 106.9 meters long cells are fed with cryogenic helium at several temperature levels through jumper connections from this line. Each cell has an individual cooling loop.

3.1.2 The magnet test string

The test string is a 50 meter long superconducting magnet string, representing a half-cell of the machine. This corresponds to the length of the elementary cooling loops providing refrigeration at the 1.9 K, 4.5-to-20 K, and 50-to-75 K levels to the LHC cryomagnets. The LHC is designed, built and operating based on existing large-capacity cryogenic infrastructure. A dedicated cryogenic system is feeding the LHC Test String, with installed capacities of 120 W at 1.8 K and 10 g/s supercritical helium at 4.5 K. The system also includes 15 kA, 1.6 kA, 500 A, 250 A and 50 A current lead pairs for powering of main and auxiliary magnet circuits, as well as a 120 kW liquid nitrogen vaporizer for controlled cooldown of the 100 ton cold mass. The system is fully instrumented, controlled by dedicated industrial PLCs connected to an industrial supervision system. 

The cooldown of the 100 tons String from ambient temperature to its nominal operating temperature at 1.8K takes just over a week. From 300 K to 80 K, gaseous helium, progressively decreasing in temperature, flows through the magnets. Then sub cooled supercritical (3bar, 4.5K) helium is expanded to liquid to cooldown and fill the cold mass at 4.2 K. The final phase down to 1.8 K is achieved by pumping the vapor on the two-phase helium flowing in a corrugated heat exchanger tube coupled to the pressurized (1 bar) superfluid helium bath.

3.1.2 The magnet cooling scheme

The thermal conductivity of static pressurized superfluid helium is large, but not infinite, and cannot be used to transfer the heat loads involved over the distances required for the LHC. Cooling schemes based on forced flow of pressurized He II are hampered by the pressure drop and Joule-Thompson heating and are also not applicable for the LHC.

The LHC cooling scheme is based on a quasi-isothermal heat sink running through the magnets in a corrugated heat exchanger. (At the present time the corrugated tube is replaced with a straight one/12/, /13/, but the rest of the scheme is the same). A flow of stratified two-phase saturated He II advances in the heat exchanger and absorbs the heat loads as it evaporates. This scheme will be implemented as individual cooling loops for each cell as shown in figure 3.1.
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Figure 3.1: LHC full cell cooling scheme.

Pressurized helium at 4.6 K and 3 bar is taken from header C and cooled against the out-flowing low-pressure helium vapor to 2.2 K in a heat exchanger. It is then expanded to 1.9 K and 19 mbar by Joule Thompson throttling (TCV1) and fed into the heat exchanger. The liquid and flash gas from the throttling is co-current along the heat exchanger and the liquid is completely vaporized before it can reach the far end of the heat exchanger. In normal operation the liquid is vaporized after advancing 1/3 of the length. The slightly superheated 1.9 K gas is then returned through the sub-cooling heat exchanger into header B, which runs back to the helium plant.

The cooling loop for the thermal shield and support posts is fed from header E. The cooling loop for the beam screen is fed from line C.

3.2 Superconductivity

The theory is taken from The University of Queensland/11/ and Flemsæter/1/.

3.2.1 General and specific properties of superconductors 

The general properties are the properties all superconductors have in common. The most well known property of superconductors is that they have zero resistance. If a current is created in a superconducting ring, the current will flow without diminishment for as long as the ring is kept in a superconducting state. A perfect diamagnet is a superconductor, which in a small magnetic field will exclude all magnetic fields from within the bulk of the superconductor. This property does not arise from a perfect conductor, which is why superconductors are considered having zero resistance rather than being perfect conductors. This property is called the Meissner effect, and is one of the defining criteria of superconductivity.

The specific properties are the properties that vary from superconductor to superconductor. The superconducting state exists below a phase surface that is delimited by the three critical parameters of temperature Tc, magnetic field Hc and current density Jc,, which are all dependent of each oher.

Superconductors are classified as one of two types. This classification is based on a superconductor’s response to an applied magnetic field. A type I superconductor (a perfect diamagnet) has a magnetization which increases linearly as the strength of the applied magnetic field increases, until the field reaches a certain strength, at which point the superconductive state is destroyed and the magnetization of the material returns to it’s initial value. The magnetic field at which this occurs is known as the critical field, Hc.


A type II superconductor has a linear response to an applied magnetic field up to a certain field strength, Hc1. As the strength of the applied field is increased further, the magnetization initially drops rapidly but quickly smoothes out into a flat slope, which reaches zero at Hc2. The critical field, Hc, for a type II superconductor is defined as the Hc of a type I superconductor, which has the same area under the magnetization curve and the same initial slope as the type II superconductor for which Hc is being defined.
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Figure 3.2:
Plot of magnetization vs applied magnetic field for type I & II superconductors.

Although a superconductor has zero resistance, it is not possible to send an infinite current through a superconductor. This is because a moving current creates a magnetic field, which will magnetize the superconducting material. When the magnetic field associated with the current exceeds Hc, the superconducting state is destroyed and resistance is restored. Type II conductors can reach much higher magnetic fields than type I conductors and are the ones used for most applications.

3.2.2 Superconducting magnets for the LHC

The LHC will reuse the existing 27 km circular tunnel at CERN and make use if the well-proven fabrication method of cables and coils made of NiTb superconductors, a type II superconductor. In order to obtain the desired field of 8.7 T with sufficient margin, the magnets will have to be operated below 2 K. Specific heat of metallic parts is very low at this temperature (an order of magnitude lower than at 4.2 K), with a consequent faster temperature rise for a given deposit of energy. Special care must be taken to limit temperature excursions and motion of the superconductor to avoid quenching the magnets. Temperature stability is obtained by immersing the superconducting magnets in a static bath of pressurized He II.

3.3 Helium

The main sources sited are Flemsæter/1/ and Tilley & Tilley/4/.

3.3.1 Liquid and gaseous helium

Helium is the only cryogenic fluid that can be used for cooling strings of superconducting magnets at 1.9 K.

The two isotopes of helium have the lowest normal boiling point of all known substances, 4.21 K for 4He and 3.19 K for 3He. When the temperature is reduced further, both 3He and 4He remain liquid under the saturated vapour pressure, and would apparently do so right down to absolute zero. To produce the solid phases requires application of a rather high pressure, 25 atmospheres or more, figure 3.3.

[image: image6.jpg]Pressure (atn )

3

Liquid He II Liquid He I
Critical
1.0 0 3.0 5.0
Temperature (

Figure 1.1 Phase diagram of “He (after London 1954).




Figure 3.3:
Phase diagram of 4He (after London 1954).

Gaseous helium behaves more like an ideal gas than any other commonly known substance. This is brought on by the weak interatomic potential and the spherically symmetric molecular configuration. It is often most beneficial to calculate the properties of gaseous helium using extensions of the ideal gas law.

3.3.2 The two fluid model of He II

Immediately below their respective boiling points, both 3He and 4He behave as ordinary liquids with small viscosity. However, at 2.17 K liquid 4He undergoes a change, which is not shared by 3He. This transition is signaled by a specific heat anomaly, whose characteristics shape (figure 3.4) has led to the name (-point being given to the temperature, T(, at which it occurs. 
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Figure 3.4:
Specific heat of liquid 4He (after Atkins 1959). Broken line shows specific heat of ideal Bose-Einstein gas having same density as liquid 4He. 

Furthermore, observations of the liquid at the instant that its temperature is reduced below T(, reveals a remarkable alternation in its appearance. Liquid 4He is maintained at temperatures below 4.2 K by lowering the vapor pressure above the helium bath so that boiling occurs under reduced pressure. Above T( bubbles of vapor form within the bulk of the liquid in the customary way and the whole liquid is violently agitated as these rise to the free surface and escape. On the other hand, as soon as the transition point is reached, the liquid becomes quite still and no more bubbles are formed. We infer that T( marks the transition between two different forms of liquid 4He, known conventionally as helium I (HE I) above T( and helium II (He II) below it. Below T( the state and transport properties of helium can only be explained using quantum mechanical description. The Landau theory (1940) of excitations in He II, although semi-empirical has considerably physical basis and is successful in describing state properties as specific heat and entropy. However the transport properties such as mass and heat transport cannot be interpreted easily in terms of this theory. The transport properties of He II are better understood through the two-fluid model suggested by Tsiza (1938). This theory takes the state properties of He II as empirically determined quantities. According to this model, He II is though to consist of two interpenetrating liquids; the normal fluid and the superfluid. This picture is not to be taken literally. It is only a model and the existence of superfluid and normal fluid is a hypothesis. The normal fluid is assumed to behave as an ordinary fluid possessing viscosity (n, entropy sn, and density (n. The superfluid has density (s, no entropy ss = 0 and no viscosity (s = 0. The properties of the liquid are a linear combination of the properties between the two components. Hence the density is given as:
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Since the superfluid has no entropy, the He II entropy becomes:
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It is assumed that sn = s( and that the strong temperature dependence of the entropy, ~T5.6, enters through the variation of the normal fluid density. It follows that:
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and
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(3-4)

Because of the strong temperature dependence He II is 99 % superfluid at 1 K.

3.3.3 Transport properties of He II

Heat- and mass-transport properties of He II can be understood through the two-fluid model. 

Experiments to determine viscosity might be divided in two classes: 

· Measuring viscous resistance to flow

· Detecting viscous drag on a body moving in the liquid

Normally these two methods yield essentially the same results for liquids, whereas for He II the two methods give very different values. A virtually zero value for the viscosity is measured using a capillary channel flow experiment. Experiments using a rotating disc, record “normal” values of viscous drag and He II seems to be capable of being both viscous and non-viscous at the same time. This apparent contradiction might be explained through the two-fluid model. For the capillary type experiments the normal component is clamped in the tube, but the superfluid component may flow without friction. In the rotating-disc experiments the normal component is forced to flow against its own viscous drag and a value for the viscosity is recorded. Such a setup is used to measure the variation of (s/( as a function of temperature.

Thermal conductivity of He II is found to be very high, tending to infinity for small heat currents, and it is impossible to establish a temperature gradient in the bulk liquid. This accounts for why boiling suddenly stops when passing through the (-line; vaporization only occurs at the free surface since the absence of a temperature difference within the bulk fluid prohibits the formation of bubbles.

A temperature gradient can be set up between two vessels of He II connected by a superleak. A superleak is a channel that clamps the normal component, but allows the superfluid component to flow e.g. a porous plug of fine powder. If the heat is supplied to one side of the superleak, a temperature gradient is set up along with a pressure head giving a higher level in the vessel on the side where heat is supplied. Since (s/( increase with decreasing temperature it can be inferred that the superfluid flows to the region of higher temperature in order to reduce the temperature gradient and conserve the overall density of the liquid.

In He II heat is not transferred by the normal processes of conduction and convection. Instead heat is transferred by an internal convection where the normal fluid flows from the heat source and the superfluid in the opposite direction, while preserving constant density everywhere in the fluid. This is illustrated in figure 3.5.
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Figure 3.5: 
Internal convection in He II. Heat is supplied by a heater and temperatures are 



held constant.
The maximum heat flux q* is that can be carried through the channel is characterized by the point where the helium adjacent to the interface of the heat source exceeds the local boiling point. 

3.3.4 Kapitza conductance

At low (T no boiling occurs and the heat transfer is controlled by a phenomenon called Kapitza conductance. Kapitza first discovered this thermal boundary conductance in 1941 when he observed a sizable temperature difference between the surface of a copper block and the bath of He II. In contrast the temperature in the bulk liquid was almost homogenous.

Kapitza conductance now refers to the interfacial thermal boundary conductance that occurs between any two dissimilar materials where electronic transport does not contribute. Since the effect is strongly temperature dependent, it makes a negligible contribution to heat transfer except at low temperature. However, it is of great interest since at low temperatures it can cause the largest temperature difference. 

Ideally Kapitza conductance is defined as
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where the subscript 0 refers to the limit as (Ts(0. A more general and practical definition relates the finite values of q and (T.
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Heat transferred between two baths of He II separated by a wall, will encounter the Kapitza resistance on warm side, the solid resistance in the wall and at last the Kapitza resistance on the cold side. The resulting temperature profile will qualitatively be as in figure 3.6.
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Figure 3.6:
Temperature profile over the heat exchanger wall.

The heat flux is given by:
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where 
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 are the temperatures of the two baths as there is no temperature gradient within bulk He II. 

The total resistance, 
[image: image21.wmf]tot

R

, then becomes:


[image: image22.wmf]ko

wall

ki

tot

h

k

h

R

1

1

1

+

+

=



       (3-8)

where kwall is the thermal conductance of the wall material.

3.4 Control

The theory is taken from Skogestad/6/.

The PID controller algorithm is by far the most widely used control algorithm in the process industry. In short, the proportional (P) action gives a change in the input directly proportional to the control error, whereas the integral (I) action gives a change in the input proportional to the integrated error. The less commonly used derivative (D) action gives a change in the input proportional to the derivative of the controlled variable. The overall input is the sum of the contributions from these three terms. The PID controller has three adjustable parameters, which are most commonly selected to be:

· Controller gain, Kc (increased value gives faster control)

· Integral time, (I [s] (decreased value gives faster control)

· Derivative time, (D [s] (increased value gives faster control)

In the model developed in this paper, PI control is used.

3.4.1 PI control

The PI control is the most commonly used controller in the process industry. The PI control algorithm is:
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(3-9)

where u(t) is the controller output, u0 is the bias for the input, Kc is the controller gain, e(t) is the error signal (offset) and (I is the integral time. The offset, e(t), is given by:






[image: image24.wmf]s

y

y

t

e

-

=

)

(






(3-10)

where y is the controlled output and ys is the set point for the controlled output. Note that one use the convention of negative feedback. In this case the sign of the controller gain Kc should be the same as the plant gain k.  Usually the signs of the variables (u and y) are defined such that k (and Kc) is positive. With negative feedback an undesired increase in the output y will be counteracted by a decrease in the manipulated input u.
The value of the bias, u0, is important during startup. Otherwise, it is only important for the case with pure proportional control, because the integral action “resets” the bias. This can be seen by rewriting the PI algorithm as:
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where 
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 is the new (“reset”) bias at time t1. Because of this property, integral action is often called reset action and the parameter 1/(I is called the reset rate. The integral action will keep resetting the bias until the steady state is reached, where the offset is zero. 

3.4.2 Skogestad’s tuning rules for a PI controller

The tuning rules are based onteh commonly used IMC rules of Rivera, Morari and Skogestad, but the rules have been simplified and the integral term is modified to improve disturbance rejection for slow and integrating processes. Skogestad recommend the following adjustments for a PI controller:

1. Gain
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where (c, the closed systems response time, is a tuning parameter. To achieve good robustness, it is recommended that 
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which gives the following equation
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The gain should not exceed this value, but it can be reduced to improve the robustness or reduce the use of gain. 

2. Integral time

As a basis the integral time is chosen to be the same value as the dominant time constant.
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This is a robust adjustment that gives a good response for set point changes. In special cases where (I > 8(, (3-15) can become to large and the settling time becomes to long if disturbances occur at the start of the process. The settling time should then be reduced to approximately the following value:
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With the gain given as in (3-14), (I become:
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If (I is smaller than (I2 oscillations can occur because of the “double” integral effect from the controller and the long time constant (1 of the process.

To have a fairly quick and robust response (I should be chosen as:
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3.4.3 Tuning an integrating process with Skogestad’s rules

The temperature control of the magnets is an integrating process and other tuning rules must therefore be used. An integrating process with dead time can be expressed by the following equation:
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where 
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and from (3-15) 
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 (pure P-control). A pure P-controller is satisfactory for set point changes, but disturbances on the input will be integrated and a I-effect is needed remove the disturbances. According to (3-16) the following value of (I should be chosen to avoid slow settling time:
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which with the value for the gain given in (3-20) gives (I2 = 8(.

3.4.4 Limitations imposed by RHP-zeros

The theory is taken from Skogestad/8/.

Right half plane zeros typically appear when there are competing effects of slow and fast dynamics. 

For a stable plant with nz RHP-zeros, it may be proven that the output in response to a step change in the input will cross zero (its original value) nz times, that is, it has inverse response behaviour. This leads to an initial decrease in the output before it increases to its positive steady-state value. The low frequency asymptote of (S(j()(crosses 1 at the frequency z/2 (shown in figure 3.8).
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Figure 3.8:
“Ideal” sensitivity function for plants with RHP-zeros.

 In practice, the “ideal” integral square error (ISE) optimal controller/8/ cannot be realized, and one can derive (for a real RHP-zero) the approximate requirement:
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where (B is the bandwidth and (c is the gain crossover frequency. An increase in the bandwidth will corresponds to a faster rise time, since high frequency signals are more easily passed on to the output, but makes the system more sensitive to noise and parameter variations. Conversely, if the bandwidth is small, the time response will generally be slow, and the system will usually be more robust. To improve the temperature control in this thesis it is therefore desirable to increase the bandwidth to obtain a faster response. 

3.5 Dead time and inverse response in the heat exchanger

The theory is taken from Seborg/3/ and Flemsæter/1/.

Whenever material or energy is physically moved in a process or plant there is a time delay associated with the movement. When the JT-valve opening is increased to cool the system down, there is a time delay for the temperature to start decreasing to the expected, due to the time it takes for the increase in liquid flow to advance and reach the dry part of the heat exchanger. The time delay should be proportional to the wetted length and the velocity with which the liquid is advancing:
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where ( is the time delay (or dead time), Lwetted is the wetted part of the tube and vliquid is the velocity of the liquid. 

The flash over the JT-valve is the reason why the temperature in the magnets increases in the period following the opening of the valve, when it actually should be decreasing. This is called the inverse response. The larger the jump in the valve opening is, the larger the inverse response becomes. 

When the overall mass flow over the JT-valve increases, so does the total amount of gas formed in the expansion. The increased gas flow produces a higher pressure drop along the heat exchanger, subsequently increasing the saturation temperature along the tube. The available temperature margin for heat transfer for the wetted part decreases which in turn reduces the cooling power given by:
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where hg [W/Km] is the global heat transfer coefficient. Tsat(L) is the profile of the saturation temperature along the tube. The reduced cooling causes an increase in the magnets temperature and only when the liquid covers a long enough part of the heat exchanger can the temperature start decreasing. 

The dynamics involved in the process are complex. With a gas velocity of about 1 m/s at 90 % valve opening the new profile of the saturation temperature develops in about 30 seconds. The increased liquid flow has not yet reached the dry part of the heat exchanger having advanced about 3 meters in this time. However the original liquid will also start advancing slowly since it is vaporized at a slower rate following the increase in the saturation temperature along the tube. At the same time the increasing magnet temperature favourably affects the heat transfer.

The inverse response is also present in the opposite case, however not so distinct. When the valve is closed the larger temperature difference for heat transfer is created by the reduced saturation pressure resulting from the lesser pressure drop. Cooling power is increased leading to a lowering of the temperature of the system. The liquid front will then vaporize at a faster rate causing the front to retreat and also increasing the gas flow and consequently the pressure drop. Both these effects counteract the initial cooling down. 

3.6 Models of Linear Time Invariant (LTI) systems

The theory is taken from Ljung/7/ and Flemsæter/1/.

Consider a system with a scalar input signal u(t) and a scalar output signal y(t). The system is said to be time invariant if its response to a certain input signal does not depend on absolute time. It is said to be linear if its output response to a linear combination of inputs is the same linear combination of the output responses of the individual inputs. Furthermore, it is said to be casual if the output at a certain time depends on the input up to that time only. With these assumptions the linear theory for dynamic systems can be applied.
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Figure 3.9:
An LTI system subject to disturbance.

The disturbance, v(t), can be measured noise or some uncontrollable input to the system.

A generalized model structure, which may give rise to 32 different model sets, is:
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where the five polynomials have either of the forms:
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where A, C, D and F have leadings 1’s. The structure is illustrated in figure 3.9
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Figure 3.10:
A generalized model structure for an LTI system.

The polynomial A corresponds to poles that are common between the dynamic model and the noise model. This polynomial is appropriate if the noise enters the system “close to” the input. Likewise F determines the poles that are unique for the dynamics from input and D the poles that are unique for the noise. This structure is too generalized for most purposes and one or several of the polynomials can be set to unity. This gives rise to more common special black box SISO (single input – single output) models listed in table 3.1. A black box model is a model whose parameters are adjusted to fit the data and do not reflect physical considerations in the system. 

Table 3.1:
Some common black box SISO models.

Polynomial used
Name of model structure

AB
ARX

ABC
ARMAX

BF
OE (Output Error)

BFCD
BJ (Box-Jenkins)

Two of these models are of special interest, since they are used in this thesis. The two are the ARMAX2211 and BJ21121 models. The numbers are indicating the order of the polynomial. I.e. an ARMAX2211 model consists of a polynomial A of order 2, a polynomial B of order 2 and a polynomial C of order 1 (see equation 3-25, 3-26 and table 3.1). The last number can be used to increase the time delay for the model. An increase in time delay can smooth out higher frequencies, and signals with shorter time constants than the time delay will be filtered out.

If the noise has the nature of some uncontrollable input to the system, it will be filtered by the same dynamics as the contribution from the input. This implies using the same denominator A for the input signal as for the disturbance, thus making D and F redundant. This corresponds to the ARMAX model. Variation of the heat leak into the string would have this effect.

If the uncontrollable input to the system not only filters through as the input signal, but also has a more complex affect, it would have to be described by the polynomial C and D, yielding the BJ structure. This could be envisaged to happen because of some disturbance affecting the temperature sensor itself as well acting as an uncontrollable variation of the heat inleak.

4 Modelling

4.1 Assumptions and simplifications.

· The velocity of the liquid in the heat exchanger is assumed to be constant at 10 cm/s/1/. 

· All magnets are considered to have equal temperature, that of pressurized superfluid helium/1/. 

· The friction factor for the gas in the HX is 0.077/1/. 

· The thermal conductance of the heat exchanger is considered to be constant at 74 W/Km/1/.

· The corrugations of the heat exchanger tube are assumed to constitute a volume that has to be completely filled before the liquid can advance further in the tube. A threshold per unit length has to be exceeded in the calculation for the liquid to flow further/1/.

· The pressure drop in the heat exchanger is calculated in increments. Gas-flow in each increment is taken as an average of gas-flow in and out of that increment/1/.

· Specific heat of the system is assumed to arise solely from the He II. The amount of He II is 180 kg/1/.

· The ideal gas law is used when modelling the overflow pot/12/. It is assumed to be accurate enough for the model developed in this paper, even if the temperature and pressure is very low. 

· The temperature in the magnets is isotherm/1/.

· The temperature before the JT-valve used in the flash calculation is constant.

· The pressure after the pressure control valve is assumed to be 17 mbar/12/ and the pressure drop over the valve 2 mbar/12/.

· The volume of the overflow pot equals the volume of the tube in the heat exchanger/12/. 

· The heat inleak is 1.1 W/m/1/.

· The temperature before the JT-valve is constant.

4.2 The individual elements of the model.

The design in chapter 4.2.1 through 4.2.5 and the figures are similar to what Flemsæter/1/ used.

Figure 4.1 illustrates parameters of the system such as it is regarded when building the model.
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Figure 4.1:
Illustration of the parameters used when modelling the system.

4.2.1 The JT-valve and flash calculation

The state of helium at the inlet of the JT-valve is assumed to be constant at the design value, 2.2 K and 1.2 bars. The flow of saturated liquid and gas after the valve is then given by:
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and
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where m(v%) is the characteristic of the JT-valve relating the percentual opening, v%, of the valve to a corresponding mass flow. This characteristic is encumbered with some uncertainty. From experimental data Flemsæter obtains the following equation for the JT-valve:
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The steady state valve opening is 34.59 %. To make the gas-flow after the JT-valve more accurate, a variable flash calculation is introduced (Flemsæter uses a constant flash in his model). Knowing the pressures and having no vapour before the valve, conservation of enthalpy gives vapour fraction, x, after the expansion as:
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(4-4)

where 1 and 2 indicates before and after the expansion. The expression for the gas after the valve then becomes:
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where p is the pressure [mbar]after the expansion. The temperature before the JT-valve is assumed to be constant. A detailed description of how the expression is obtained is given in appendix B1.

4.2.2 Liquid flow in the heat exchanger

After the JT-valve saturated liquid will flow into the first cell increment at the end of the heat exchanger. The liquid will continue to flow into subsequent cells until the liquid front is completely vaporized.  

Conservation of liquid in one cell increment gives:
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where min equals  mout from the upstream cell. For the first cell min is the mass flow from the JT-valve. The mass contained in one cell is assumed to be evenly distributed, and the mass flow out of a cell is given by the relation:
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where m is the mass present in the cell [g], vliquid is the velocity of the advancing liquid given in [cm/s] and Lcell is the length of the cell given in [cm]. It is important that vliquid and Lcell has similar denomination.  mthreshold is the liquid needed to fill the corrugations of the tube. After filling the corrugations this liquid does not contribute in bringing liquid into the next subsequent cell and is therefore subtracted from the amount when calculating the liquid flowing into the next cell.

The tube in the heat exchanger is assumed to have the shape of a sine function (in longitudinal direction). 
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Figure 4.2:
Illustration of the parameters used for calculating the volume of one corrugation of the heat exchanger.

The measures a and b are given as:
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where h is the distance from the centre of the tube to the surface of the liquid and L is the length of the pattern (pitch). The area of an ellipse with dimensions a and b is given by A=(ab/4, and the volume of the liquid is then given by the integral:
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The tube has the following dimensions.

Table 4.1:
Dimension of the heat exchanger.

Wall thickness (e)
0.9
mm

Outer radius (ro)
2.53
cm

Inner radius (ri)
2.10
cm

Length of pattern (ld)
1.50
cm

Pitch
1.22
cm

With dimension given in table 4.1, the volume of one corrugation is 0.8842 cm3. The density of He II is assumed to be constant, ( = 0.1456 g/cm3. The amount of liquid stored per meter tube is then mHe II = 10.55 g/m.
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Figure 4.3:
Schematic view of a section of the heat exchanger tube.

4.2.3 Gas flow in the heat exchanger

There will be a pressure drop associated with the gas flow. The Reynolds number determines whether the flow is laminar, turbulent or in the transition zone between them. The Reynolds number is defined as:
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where ( is the density, um is the mean gas velocity, D is the diameter of the tube and ( is the viscosity. With a gas velocity on the order of 1 m/s after the JT-valve in normal conditions the Reynolds number is in the order of 60000 that is well inside the regime of fully turbulent flow. The turbulent flow is fully developed after xfd > 10D. Thus the flow condition in the pipe is fully turbulent after approximately 50 cm. This is less than 1.5% of the tube length and the pressure drop equation for fully developed turbulent flow can be used and the entrance effect neglected.

The turbulent flow friction factor is defined as:
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Since it is assumed that the flow is fully developed, the friction factor is constant and the pressure drop may be expressed as:





[image: image66.wmf]L

D

u

f

dx

D

u

f

p

x

x

2

2

2

2

2

1

×

=

×

=

D

ò

r

r


[mbar]

(4-12)

where L is the length of the cell.

The mass flow of the gas is related to the velocity of the gas through the cross section of the tube:
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where A is the cross section of the tube. Substituting (4-13) into (4-12) and expressing A=1/4(D the equation of the pressure drop becomes:
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where 
[image: image69.wmf]5

2

8

D

L

f

C

×

×

×

=

p

.

This gives a value 
[image: image70.wmf]9

10

972

.

6

-

×

=

C

 [mm-4] when L is 1460 mm, D is 21.0 mm (table 4.1), the density is given in [g/mm3] and the pressure drop is given in [mbar]. 
The density of the gas is calculated by:
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The density equation is obtained from data produced by Hepak and given in appendix A2. The equation is valid between 15 and 25 mbar. 




4.2.4 Cooling by the heat exchanger

The cooling provided by the heat exchanger is calculated by summation of the liquid that is vapourized from each cell of the discretized during a time increment:
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where n is the number of increments, hg is the global heat transfer coefficient, Lcell is the length of the cell, Tsat,i is the local saturation temperature in each cell and hfg is the latent heat of vapourization of He II. The latent heat of vapourization is according to Hepak 23 J/g between 1.74 and 2.08 K within an error of less than 0.5%. 

The temperature Tsat,i is calculated from:
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The function for Tsat,i is given in appendix A3 and is developed by data from Hepak. The equation is valid between 15 and 30 mbar.

4.2.5 Magnet temperatures

The longitudinal and transversal heat transfer in the system is good (described in chapter 3.3). Assuming that the magnets are isotherm, the model for the magnet temperatures can be expressed as:
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where qss and qtrans models the steady state and transient heat loads respectively. The cooling, qcooling, is described in 4.2.4 and the amount of pressurized He II is constant. The temperature dependent specific heat of He II is implemented as mathematical fit to data obtained from Hepak:
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The equation is valid between 1.7 and 2.07 K. The graph is presented in appendix A1.

4.2.6 The pressure valve

The pressure valve is designed according to “Control Valve Handbook”/5/.

The valve is designed after the following equation:
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where Cv is the valve constant, mout is the mass flow out of the overflow pot (see chapter 4.2.7) [g/s], N8 is an equation constant, Fp is the piping geometry factor, P1 is the upstream pressure [mbar], Y is the expansion factor (ratio of flow coefficient for a gas to that for a liquid at the same Reynolds number, dimensionless), x =(P1 –P2)/P1 where P2 is the downstream pressure (assumed to be 17 mbar), T1 is the upstream temperature [K] and Z is the compressibility factor (dimensionless). 

The pressure after the valve (downstream pressure) is unknown and the pressure drop over the valve could therefore be chosen. It is assumed that the pressure drop is 2 mbar when the system is at steady state. With a 1 mbar pressure drop over the valve, it could not maintain the desired set point pressure during simulations. To meet the requirements a 2” High Performance Butterfly Valve is chosen from “Control Valve Handbook”/5/. Another valve would most likely been used on the test string, but the designed valve works satisfactorily on a simulated model. The valve coefficient is expressed as a linear equation of the valve opening (appendix B2).

The following expression is obtained when solving (4-20) with respect of mout(v%) and inserting the numerical values for the constants (a detailed approach is given in appendix B2).
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Values of P1 and T(p) are updated during simulation. The steady state valve opening is 7.93 %.

4.2.7 The overflow pot

The overflow pot is designed using the mol balance for the overflow pot:
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where n is the number of moles. By introducing the ideal gas law, 
[image: image80.wmf]RT

pV

n

=

, n can be replaced:






[image: image81.wmf]out

in

tot

n

n

dt

RT

pV

d

·

·

-

=

÷

ø

ö

ç

è

æ





(4-23)

where R is the gas constant [8.3145 J/Kmol], T is the temperature given in [K], V is the volume of the overflow pot [m3] and p is the pressure given in [bar]. The pressure and temperature are dependent of each other. Deriving (4-23) with respect of p gives the following equation:
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T(p) is similar to the expression in equation (4-17). 

If the molecular weight for helium, MHe, is introduced the (4-24) becomes:
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where min and mout is the mass flow [g/s] entering and leaving the overflow pot. The molecular weight for helium is 4.003 [g/mol]. By multiplying (4-25b) with 10-2, the denomination of the pressure becomes [mbar]. The mass flow leaving the system is expressed by (4-21) and by introducing (4-21) into (4-25b) the following equation is obtained:
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The equation for the liquid flow into the overflow pot is neglected since there is negligible liquid flow into the overflow pot with the operating conditions applied during the simulations. The liquid that enters the overflow pot in the test string will be evaporated by a heat exchanger (point (3) in figure 2.1) and leaving the overflow pot as gas. Due to a lack of knowledge about the heat transfer in the overflow pot, this heat exchanger is not implemented in the model.

4.3 System identification

Flemsæter did not leave any Matlab/Simulink files for the model he developed and some of his documentation is insufficient. A new model based on Flemsæter’s documentation (as far as possible) was developed in this paper and the System Identification Toolbox (SIT) was used to confirm that the developed model behaved like, or close to, the test string. Three different simulations were performed. The first one was used to identify the system, the two others were used to validate the model. The validation experiments allows the testing of the non-linearity of Cp(T), which experience an 6.0 % increase from 1.875 K to 1.895 K.

The SIT can be used to calculate the transfer functions, step responses and poles and zeros of the models among other things. 

The SIT needs to have one input and one output data set. The input data was chosen to be the opening of the JT-valve (in percent) and the output data was chosen to be the magnet temperature (in Kelvin). The input and output is similar to what Flemsæter used. (The data set Flemsæter used in the SIT is from the test string and the one used in this thesis is from the model developed from his Matlab/Simulink model.) Flemsæter found that the LTI models ARMAX2211 and BJ21121 gave the best fit for the test string and they are therefore used in this paper. The ARMAX and BJ model are described in chapter 3.6. The sampling time used in the simulations was 20 seconds. 

After the first system identification, the overflow pot and the pressure valve were added to the model. The system identification was then done once more to examine if the model became more stable when the pressure was controlled. 

The input sequences used to identify and validate the model are similar to those Flemsæter used on the test string. The layout of the SIT is given in appendix C2 and the input sequences for identification and validation can be found in appendix D2.

4.4 The controllers

Two different control strategies were tested for pressure control. The first one was to keep the pressure in the overflow pot constant and the other was to keep a constant pressure at the start of the heat exchanger. In both cases a standard PI controller block from Simulink was used. The JT-valve was then manipulated to examine which of the two pressure control strategies that could remove the inverse response.

The temperature was controlled by a standard PI-controller block from Simulink. The temperature in the magnet was measured and the controller is trying to keep the deviation between the set point temperature and the magnets as close to zero as possible. It is assumed that the temperature in the magnets is isotherm. 

The controller parameters were calculated following the rules described in chapter 3.4. A step in the valve opening was performed (step response) to obtain the necessary information for calculation of the parameters. The tuning parameters are given in chapter 5.2.

The temperature controller was then tested with a set point change to examine if it behaved better than the existing MPC and PID controller. Finally an additional 7 W heat load was applied to examine if the new control design was better than the MPC Flemsæter used in his Ph.D. thesis. The 7 W heat load is equivalent to the heat load expected when ramping the magnet current. 

The saturation pressure at the start of the heat exchanger (just after the JT-valve) is dependent of the temperature in the magnets (provided that the system is at steady state). A higher temperature in the magnets results in a quicker evaporation of the liquid and the wetted part of the heat exchanger becomes shorter. This results in a higher pressure drop since the amount of gas flowing in the heat exchanger determines the pressure drop. 

The pressure in the overflow pot is constant at 19 mbar when the system is at steady state. The different saturation pressures experienced at the different magnet temperatures are shown in table 5.4.

Table 4.2: The relation between the magnet temperature and pressure after the JT-valve.

Temperature [K]
Pressure [mbar]

1.870
19.52

1.875
19.62

1.880
19.71

1.895
19.86

Table 4.2 shows that the pressure drop over the heat exchanger varies with the temperature in the magnets. According to Gruehagen/14/ and Vinuela/13/ at CERN the pressure drop over the heat exchanger is 0.5-0.6 mbar. Two set points for the controller were therefore tested. The first was 19.62 and the second was 19.52.

4.5 The simulations

The numerical solver used in the simulations is called ode23tb (stiff/TR-BDF2).

ode23tb is an implementation of TR-BDF2, an implicit Runge-Kutta formula with a first stage that is a trapezoidal rule step and a second stage that is a backward differentiation formula of order two. By construction, the same iteration matrix is used in evaluating both stages. Other stiff solvers may solve the simulations faster, but the ode23tb worked satisfactorily.

The maximum step length was set to 1.00 [s], the minimum step length was set to [Auto] and the initial step length was 0.25 [s]. The relative tolerance was set to 10-3 and the absolute tolerance to 10-6. The reason for the tight constraints is to keep the numerical uncertainty as small as possible. For a quick investigation of the system the constraints don’t need to be so hard. 

During the tuning of the pressure controller the maximum step length was 0.25 [s], the relative tolerance 10-4 and the absolute tolerance 10-8. The reason for this is to improve the pressure calculation and obtain at smoother step response.

Flemsæter uses a fixed step solver with a step length of 10 seconds. Due to increased computer power a shorter step length is chosen during the simulations in this paper. 

The Simulink model used in the simulation is given in appendix C1.

5 Results

The simulations were able to reproduce the actual behaviour of the test string. This is shown through the system identification presented in 5.1 and 5.4. The tuning of the controllers is shown in 5.2 and the removal of the inverse response is shown in chapter 5.3. Finally, in chapter 5.5, the temperature control obtained in this thesis is compared with the temperature control presented by Flemsæter in his Ph.D. thesis. 

5.1 Verification of the developed model

From the real test string Flemsæter obtained the following transfer functions:
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BJ21121:
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Table 5.1: 
Zeros, poles and the duration of the inverse response for the models.

Model
Zero
Pole I
Pole II
Inverse response

ARMAX
1.098
0.998
0.975
6 m 30 s

BJ
1.096
0.999
0.974
6 m 40 s

The first model used (without the overflow pot and the pressure valve) gave the following results:

ARMAX2211:
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BJ21121:
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Table 5.2:
Zeros, poles and the duration of the inverse response for the models.

Model
Zero
Pole I
Pole II
Inverse response

ARMAX
1.189
0.994
0.951
3 m 40 s

BJ
1.189
0.994
0.951
3 m 40 s

The results from the model are satisfying, even if the gain, B(q-1), is a bit low and the inverse response is 3 minutes shorter than for the test string. The zeros in table 5.2 indicate that it is possible to control the temperature faster in Flemsæter’s model than in the test string (described in chapter 3.4.4). The second poles are further away from the unit circle and are indicating that the model is more stable than the test string. (A model is stable when its poles from the z-transform lie within the unit circle in the z-plane.) The first poles are indicating that the system is integrating. The reason for the increase in stability and reduction in the inverse response is probably because the simulated model is missing the overflow pot and because some of the simplifications made during the development of the model. The model is a good basis for further work. 

Figure 5.1 shows the simulated output of the ARMAX and BJ models from the identification simulation. 
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Figure 5.1:
Model outputs. Black: The simulation, red: ARMAX, blue: BJ.

Figure 5.2 and 5.3 shows how the models corresponds with the two verification simulations. 
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Figure 5.2:
Model outputs shown against verification simulation I. Black: The simulation, red: ARMAX, blue: BJ. 

[image: image91.jpg]0.03

0.02

Temperature deviation [K]
o
o
o o

&
2

-0.02

-0.03

I I 1 il Il i Il 1
0 100 200 300 400 500 600 700 800
Time [samples]




Figure 5.3:
Model outputs shown against verification simulation II. Black: The simulation, red: ARMAX, blue: BJ. 

The figures show that the LTI models give a good description of the system and that the ARMAX and BJ models copy the simulations well. The BJ model is slightly better than the ARMAX model, since the ARMAX model deviates slightly more from the simulation than the BJ (shown in figure 5.2 and 5.3). 

5.2 Tuning of the controllers

Figure 5.4, figure 5.5 and the controller parameters from equation 5-5 to 5-9 applies for the pressure controller when the pressure is controlled at the start of the heat exchanger. The figures and calculations of the tuning parameters when the pressure is controlled in the overflow pot is not show explicit, but are obtained in the same way. The parameters are given in equation 5-10 and 5-11.

The controller parameters were calculated according to the rules described in section 3.4.2. The pressure control valve was tuned first. A step in the valve opening from 7.92 % to 6.92 % was performed. This led to a pressure rise from 19.62 mbar to approximately 20.05 mbar as t ( (.
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Figure 5.4:
A step in the valve opening causes the pressure to rise. Blue: pressure, green: pressure valve opening.

The change in valve opening was performed at the same time that the pressure began to rise. It was not possible to detect any time delay, so it was assumed to be 1 second.

The time constant of the system, (1, was approximately 480 seconds. This gave the following parameters for the pressure controller:
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These parameters were used in the PI-controller in the Simulink model.

When tuning the temperature controller, the pressure controller was set to control the pressure at the start of the heat exchanger. A step in the valve opening (JT-valve) from 34.54 % to 38.54 % was performed. Since the change in temperature is an integrating process, the temperature gradient was calculated according to the rules described in chapter 3.4.3.
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Figure 5.5:
A step in the JT-valve causes the temperature to fall.

It is possible to obtain a more accurate reading of the time delay and the gradient than presented in figure 5.5 by zooming in on the desired areas. This was done to reduce the error in the readings. The temperature gradient diminishes after 2400 seconds, because liquid was starting to flow into the overflow pot and maximum cooling was obtained. The time delay was between 150-180 seconds. It was difficult to determine the time delay accurate since the temperature change was very small. The time delay used in the calculation of the tuning parameters was 150 seconds. The gradient became:
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which gave:
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and
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These parameters were used in the PI-controller in the Simulink model. k´ was rounded off since the temperature trajectory was not a straight line and there were some uncertainty in the readings.

The parameters obtained when the pressure was controlled in the overflow pot were:

Pressure controller:

Kc = -436
and 
(I = 8.0 [s]

(5-10)

Temperature controller:
Kc = -333
and 
(I = 1800 [s]

(5-11)

5.3 The inverse response

The idea of introducing the pressure control valve was to remove the inverse response in the temperature. To obtain this, the pressure controller should control the pressure after the JT-valve or in the overflow pot. 

The inverse response was more distinctive with large jumps in the JT-valve opening. The opening was reduced from 34.55 % to 14.55 % (at t = 200 seconds) to examine if the inverse response was removed when the pressure was controlled at the start of the heat exchanger. The results are shown in figure 5.6.
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Figure 5.6:
The temperature trajectory with (green) and without (blue) pressure control.

Figure 5.6 shows that by controlling the pressure at the start of the heat exchanger it was possible to remove the inverse response in the temperature. 

A jump in the valve opening from 34.55 % to 54.55 % (at t = 200 seconds) was also preformed to examine how the system behaved when the JT-valve was opened more. According to the theory described in chapter 3.5 the inverse response should be larger than when the valve opening was increased. 
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Figure 5.7:
The temperature trajectory with (green) and without (blue) pressure control.

Figure 5.7 shows that the inverse response was also removed when the valve opening was increased. The figures also show that the change in temperature occurs faster when the pressure was controlled. The inverse responses behave according to the theory (described in chapter 3.5) since the increase in temperature in figure 5.7 was larger than the decrease in figure 5.6, even if it was only by 0.1-0.2 mK.

The system responded as shown in figure 5.8, when the pressure was controlled in the overflow pot:
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Figure 5.8:
The temperature trajectory with (green) and without (blue) pressure control.

It was not possible to remove the inverse response when the pressure was controlled in the overflow pot (figure 5.8). The inverse response was smaller than without pressure control, but it was not nearly as good as the results from figure 5.6. The change in valve opening was the same as in figure 5.6. 
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Figure 5.9:
The temperature trajectory with (green) and without (blue) pressure control.

The inverse response was reduced when the pressure was controlled in the overflow pot, but it was not removed. The change in valve opening was the similar to the one in figure 5.7.

The best place to control the pressure was found to be at the start of the heat exchanger. In the simulations presented in the rest of this chapter the pressure was therefore controlled at this point.

5.4 System identification of new model

5.4.1 The new model without pressure control

The new model included the overflow pot and a pressure control valve. Even if a pressure control valve did not exist (at position (6), figure 2.1) on the test string, the model should give a better description of the test string than the one without the overflow pot. The transfer function obtained were:
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BJ21121:


[image: image104.wmf](

)

2

1

2

1

5

1

1

9509

.

0

951

.

1

1

627

.

1

491

.

1

10

)

(

)

(

-

-

-

-

-

-

-

+

-

-

=

q

q

q

q

q

F

q

B



(5-13)


Table 5.3:
Zeros, poles and the duration of the inverse response for the models.

Model
Zero
Pole I
Pole II
Inverse response

ARMAX
1.091
0.996
0.955
6 m 40 s

BJ
1.091
0.996
0.955
6 m 40 s

The new model gave a better representation of the test string. The zeros and poles are slightly different from the test string (table 5.1), but the inverse response is similar to the one obtained from it. The placement of the zeros indicates that it is not possible to control the temperature so fast as it in Flemsæter’s model (chapter 5.1). The second poles are indicating that the model is slightly less stable, since the poles have moved a bit towards 1. The first poles indicate that it is still an integrating process. The gain in (5-12) and (5-13) is a slightly larger than the gain for the test string, but overall the model gives a good representation of the string. The identification and validation simulations were also performed to examine if the model was satisfying. The results are shown in figure 5.10, 5.11 and 5.12.
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Figure 5.10:
Model outputs. Black: The simulation, red: ARMAX, blue: BJ.

Figure 5.11 and 5.12 shows how the models corresponds with the two verification simulations.
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Figure 5.11:
Model outputs shown against verification simulation I. Black: The simulation, red: ARMAX, blue: BJ.
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Figure 5.12:
Model outputs shown against verification simulation II. Black: The simulation, red: ARMAX, blue: BJ. 

The figures show that the LTI models give a good description of the system. The BJ model is slightly better in the verification simulations.

5.4.2 The new model with pressure control

The system identification toolbox should identify a more stable system when the pressure at the start of the heat exchanger was controlled during simulations. The following transfer functions were obtained:

ARMAX2211:
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BJ21121:
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Table 5.4:
Zeros, poles and the duration of the inverse response for the models.

Model
Zero
Pole I
Pole II
Inverse response

ARMAX
1.273
0.994
0.937
2 m 40 s

BJ
1.273
0.994
0.937
2 m 40 s

The inverse response is in this case only the dead time of the system and not an inverse response in the temperature (discussed in chapter 6.2.3). The placement of the zeros indicate that it is possible to control the temperature faster than in the other models (chapter 5.1 and 5.4.1). This is also indicated by a quicker temperature change when the inverse response is removed (as shown in figure 5.6 and 5.7). The reductions in the second poles indicate that the system becomes more stable when the pressure is controlled. The first poles are indicating that the process is still integrating (which it always will be). The identification and validation simulations were performed to examine if the model was satisfying. The results were the practically similar with the two different set points for the pressure controller (19.51 and 19.62 mbar). The identification and verification simulations are shown in figure 5.13, 5.14 and 5.15. The figures are from the simulations with the pressure set point at 19.62 mbar.
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Figure 5.13:
Model outputs. Black: The simulation, red: ARMAX, blue: BJ.

Figure 5.14 and 5.15 shows how the models corresponds with the two verification simulations.
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Figure 5.14:
Model outputs shown against verification simulation I. Black: The simulation, red: ARMAX, blue: BJ.
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Figure 5.15:
Model outputs shown against verification simulation II. Black: The simulation, red: ARMAX, blue: BJ.

The figures show that the LTI models give a good description of the system and that the ARMAX and BJ models copy the simulations well. The BJ model is slightly better than the ARMAX model, since the ARMAX model deviates slightly more from the simulation than the BJ (shown in figure 5.14 and 5.15).
5.5 The temperature control

The temperature controller uses 5000-20000 seconds to obtain steady state for the temperature during start up (depending of the tuning of the controller). The system was at steady state during start up, but the controller needs some time to start working properly. The manipulation of the controller was performed after the temperature had reached steady state. 

The system reacted as shown in figure 5.16 when a 15 mK step in the reference temperature was performed. The set points for the controllers were 1.870 K and 19.62 mbar.
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Figure 5.16: 
PI performance following a 15 mK step up and down in the reference. 



Blue: temperature, green: valve opening, black: reference.
Figure 5.16 shows that the controller handles the change in the temperature set point a bit slow. The rise time is acceptable since the temperature is within 5 mK after 15 minutes and reaches the set point in 19 minutes. However the temperature overshoots the set point with 7 mK and does not reach steady state at 1.885 K before the step down in the set point is performed. The temperature starts decreasing after approximately 2 minutes when the step down is performed and it reaches the new set point after 18 minutes. The undershoot is only 1 mK after the step down is performed, but the it takes 3 hours before it reaches steady state at 1.870 K, so the settling time is to long. This indicates that the controller gain could be a bit low. 

Figure 5.17 shows the performance when the pressure set point is 19.52 mbar.
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Figure 5.17:
PI performance following a 15 mK step up and down in the reference. 



Blue: temperature, green: valve opening, black: reference.
Figure 5.17 shows that the temperature controller is faster when the set point for the pressure controller is 19.52 mbar. The rise time is faster than in figure 5.16. The temperature is within 5 mK after 14 minutes and reaches the set point in approximately 18 minutes. The temperature overshoots the set point with 7 mK also in this case and does not reach steady state at the new set point before the step down in the set point was performed. The temperature starts decreasing after approximately 2 minutes when the step down is performed and reaches the new set point in 20 minutes. The undershoot is 3 mK and it takes 2.5 hours before it reaches steady state at 1.870 K. The long settling time could indicate that the controller gain is a bit low and performance could be improved by increasing it. The performance could also be improved by using a more complex controller or a more advanced control strategies, but this will not be examined in this paper. Overall, the response looks better in figure 5.17 than in 5.16. 

For further simulations the set point for the pressure is 19.52 mbar.

The controller gain was doubled to examine if it was possible to achieve a faster response. The new controller parameters are: 

Kc = -1666
and 
(I = 1200

(5-16)

Figure 5.18 shows the performance of the new controller.
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Figure 5.18:
PI performance following a 15 mK step up and down in the reference. 



Blue: temperature, green: valve opening, black: reference.
Figure 5.18 shows that the temperature is controlled much faster with the new tuning parameters. The rise time becomes shorter since the temperature is within 5 mK after 10 minutes and reaches the set point in 12 minutes. However the temperature overshoots the set point with 7 mK (as usual), but reaches steady state after 75 minutes. The temperature starts decreasing after approximately 2 minutes when the new change in set point is preformed and the undershoot is only 3.5 mK. The temperature reaches the new set point after 12 minutes and reaches steady state at 1.870 K after 90 minutes, which is a major reduction in the settling time. 

The parameters from equations (5-16) are used in the rest of the simulations since the performance was much faster with them than with the ones obtained by Skogestad’s rules.
Figure 5.19 shows how the test string behaved with a PID-controller when the same change in reference was performed. The figure is from Flemsæter’s Ph.D. thesis.

[image: image116.jpg]PID performance 15 mK step in reference

Figure 9.11




Figure 5.19:
 PID performance following a 15 mK step up and down in the reference (black). Red: temperature, blue: JT-valve, black: reference.

In figure 5.19 the temperature is within 5 mK after 19 minutes and reaches the set point after 26 minutes, which is slower than the PI controller in figure 5.18. The temperature is on the other hand not at the set point when the set point change is made. The rise time will be slightly shorter if the temperature is at the set point when the set point change is made. The temperature overshoots with 4 mK, which is less than the PI controller, but it has an oscillatory behaviour. The step down does not produce an inverse response and the temperature starts decreasing after 6 minutes. The temperature is at the set point after 20 minutes, but is followed by an undershoot of 14 mK and uses about 90 minutes to become reach steady state.

Figure 5.20 and 5.21 are the PI controller compared with the fastest MPC for the string.
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Figure 5.20: 
PI performance following a 15 mK step up and down in the reference. 



Blue: temperature, green: valve opening, black: reference.
The only difference from figure 5.18 is that the set point change last shorter. The PI controller does not manage to reach steady state at 1.885 K before the step down in the set point is performed. The behaviour of the controller is else similar to the one in figure 5.17.

Figure 5.21 shows how the test string behaved with a MPC when the same change in reference was made. The figure is from Flemsæter’s Ph.D. thesis.
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Figure 5.21:
MPC performance following a 15 mK step up and down in the reference (black). Red: Temperature, blue: JT-valve opening.

The temperature is within 5 mK of the set point after 15 minutes and the set point is reached within 35 minutes. The step down induces an inverse response lasting for 10 minutes with a maximum temperature increase of 2 mK. The temperature reaches the set point after 32 minutes.

Figure 5.20 and figure 5.21 show that the rise time for the MPC is slower than the PI-controller when the step up in set point is made. The MPC reaches the set point temperature after 35 minutes, but it is impossible to determine if it overshoots, since the step down is made at the time the temperature reaches the set point. After 35 minutes the PI-controller has not even reach the new set point. However, the PI controller manages to reach steady state for the temperature in 90 minutes after the step down is made. It is impossible to tell if the MPC reaches steady state temperature in that time, since the time axis on figure 5.21 is too short. 

How fast the controller can reach a new reference is not the most important aspect. It is more crucial how fast the controllers can bring back the temperature to the set point value when an external heat load is applied. 

Figure 5.22 shows how the temperature changes when a 7 W heat load is applied. The heat load is applied at t = 10 minutes and the set point for the controllers are 1.870 K and 19.52 mbar.
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Figure 5.22: 
PI controller performance when a 7 W heat load is applied. Blue: temperature, green: JT-valve opening.

Figure 5.23 shows the fastest MPC from Flemsæter ‘s Ph.D. thesis.
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Figure 5.23:
MPC performance when a 7 W heat load is applied. Red: temperature, blue: JT-valve opening, black: set point.

Figure 5.22 shows that the new control strategy is faster when an additional heat load is applied than the MPC Flemsæter used. The temperature amplitude in figure 5.22 only 3 mK after 12 minutes while it is 8 mK after 12 minutes in figure 5.23. The PI controller reaches the set point 35 minutes after the heat load is applied, but then undershoots. The undershoot takes 25 minutes to remove, but it is very small and the temperature can be considered to be at steady state 35 minutes after the heat load is applied. The MPC reaches the set point after 50 minutes, but in figure 5.23 the temperature is 1.868 K when the heat is applied. Figure 5.23 has also a too short time axis and it is therefore not possible to determine if the MPC is at steady state at the end of the graph or if an undershoot occurs.

The controller was also tested for how it performs when the set point for the temperature is 1.880 K and 1.895 K. The results are given in figure 5.24 and 5.25.
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Figure 5.24: 
PI performance when a 7 W heat load is applied. Blue: temperature, green: JT-valve opening.
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Figure 5.25: 
PI performance when a 7 W heat load is applied. Blue: temperature, green: JT-valve opening.

As seen from figure 5.24 and 5.25 the controller performs well at other set points and the responses following the applied heat load is almost similar to the one experienced in figure 5.22.

The pressure controller controlled the pressure well during the simulations. Figure 5.26 and 5.27 are pressure at the start of the heat exchanger during the simulations presented in figure 5.18 and 5.21. 
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Figure 5.26:
The pressure at the start of the HX and the pressure valve opening. 

Blue: pressure, green: valve opening

Figure 5.26 shoes the pressure at the start of the heat exchanger during the set point changes performed in figure 5.18. The pressure is kept almost constant during, but the valve nearly saturates (closes completely) when the step up is made. The valve should be redesigned and have a steady state valve opening closer to 50 % to avoid saturation if it should be implemented on the test string.
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Figure 5.27:
The pressure at the start of the HX and the pressure valve opening.



Blue: pressure, green: valve opening.

Figure 5.27 shoes that the pressure control valve controls the pressure well when a 7 W heat load is applied. The pressure can be considered constant at the start of the heat exchanger when the pressure controller is applied (as seen from the figure). 

6 Discussion

6.1 The assumptions and simplifications 

The model used in the simulation is developed as far as possible from the descriptions in Flemsæter’s Ph.D. thesis. The assumptions and simplifications given in chapter 4.1 by Flemsæter are assumed to be correct (Flemsæter discusses these in his Ph.D. thesis). 

The ((p) and T(p) functions are developed from Hepak and the fit functions are accurate within the given boundaries. 

The discretization of the model is identical to what Flemsæter used. He have examined several different discretizations and concluded a 4 % resolution in terms of length is satisfactory. 

It is not possible to control the pressure at the start of the heat exchanger with only 1 mbar pressure drop. It is assumed that a 2 mbar pressure drop over the pressure control valve can be acceptable without the pressure into the compressors being too low and pumping capacity is reduced. The pumping capacity of the cold compressor units is 120 g/s at 16 mbar (chapter 3.1.1) and it is therefore crucial that the pressures at the compressors inlets are not to low.

The overflow pot was modelled using the ideal gas law. According to the theory in chapter 3.3.1 an extension of the ideal gas law should be used when considering the properties of gaseous helium. On the other hand it is assumed that the ideal gas law gives a satisfactory representation of the dynamics in the overflow pot and it is therefore used. 

6.2 The LTI models

Linear time invariant (LTI) black box models of the system have been identified on the basis of data recorded in the simulations by the same experiments used by Flemsæter. The transfer function obtained from the System Identification Toolbox in Matlab was compared with the transfer functions of the test string Flemsæter presented in his Ph.D. thesis.

6.2.1 The old model

The model that Flemsæter developed (chapter 5.1) does give a satisfying description of the test string that could be used for further investigation, but the model is too stable to give an accurate description of the system. The inverse response is too short and the deviation between poles and zeros for the model and the test string is too large (table 5.1). The first pole is almost at the unit circle and is indicating an integrating process, which is correct. When applying a heat load to the system the temperature will start to rise, but it will not reach a new steady state value by itself. The second pole close to the unit circle is indicating that the system is close to being unstable. The difference between the second pole from the test string and from the model is too large and indicating that the model is more stable than the test string. A right half plane zero is associated with an inverse response or a time delay in the process. The zero in the model is further away from the unit circle than it is for the string and thus indicating that the inverse response in the temperature is shorter and the temperature can be controlled faster. It is assumed that the transfer functions and poles and zeros for the model do not coincide with the ones from the string because the overflow pot is missing in the model. The simplifications assumed when developing the model can also contribute to the difference between the simulated model and the test string.

6.2.2 The new model without pressure control

The transfer functions (5-12) and (5-13) deviates slightly from the ones from the test string. The zero has, on the other hand, moved towards the unit circle indicating a larger inverse response (shown in table 5.3). This is confirmed by the inverse response presented in the table, which has increased by 3 minutes compared with the old model. The inverse response is similar to the one experienced in the test string. The second pole deviates slightly from the second pole for the string. The pressure control valve could be the reason, since this valve is not present at point (6) (figure 2.1) in the test string. The first pole is still close to the unit circle as expected, since adding the overflow pot does not affect the properties of the heat transfer in the magnets. Overall the model gives a much better description of the string than the old one.

6.2.3 The new model with pressure control

The model should in theory become more stable and the inverse response in the temperature disappear when the pressure is controlled. As seen in table 5.4 the zero has moved further away from the unit circle, indicating a reduction in the inverse response. The inverse response is reduced with 4 minutes and last now only 2 minutes and 40 seconds. Actually the inverse response in the temperature is completely removed. The reason the zero is still outside the unit circle is because there is a time delay in the temperature change. This delay affects the placement of the zero and contributes to approximately half the dead time in the temperature change when the pressure is not controlled. The second pole has moved further away from the unit circle indicating that the system has become easier to control. The first pole is almost still at the unit circle since controlling the pressure does not influence the properties of the heat transfer in the magnets. 

All the models reproduce the verification experiments satisfactorily.  The performance of the BJ model is similar to the ARMAX model, indicating that no improvement is gained by using a separate polynomial for describing the nature of the noise. This is expected, since the data are taken from a simulation and not the real process. The BJ model is better than the ARMAX model when compared with the validation simulations. Why this happens is uncertain, since the results are similar in every other way.

6.3 The tuning parameters

The controllers are tuned according to Skogestad’s rules. The pressure controller is able to keep the pressure almost constant at the start of the heat exchanger when the JT-valve is manipulated. The deviation from the set point last only a few seconds and the change in the pressure is small, so the controller works satisfactorily. This is shown in figure 5.26 and 5.27.

The tuning of the temperature controller was a little more difficult and several different tuning parameters were tested. It is difficult to estimate the dead time accurately because the temperature change, right after the JT-valve is manipulated, is very small. It was found that the controller worked best with the shortest estimated dead time (150 seconds). This dead time is very close to the one in table 5.4, which is 160 seconds. Which one of the two values that is used for tuning the controller is up to the individual to decide. A dead time shorter than 150 seconds is not realistic thus the temperature change before this point can be considered to small to be measured. 

The response during the set point change with the first tuning parameters (equation 5-8 and 5-9, figure 5.16) is too slow. The response becomes better when the set point for the pressure is changed, but it is still slow (figure 5.17). The temperature control becomes much better when the gain is increased (equation 5-16 and figure 5.18). The increased gain results in a larger change in the opening of the JT-valve during set point changes. The change in the valve opening could be reduced by applying a filter or reduce the gain of the controller and thus reduce the strain on the JT-valve. This should be considered when controlling the temperature on the test string. The set point for the pressure controller should be chosen to be the pressure at the start of the heat exchanger at the lowest operating temperature. This will results in a faster temperature control than if the set point pressure is set higher.

None of the valves saturate during the presented simulations.

Other tuning rules than Skogestad’s can be applied to try to improve the tuning, since the temperature controller is too slow when the tuning parameters obtained by Skogestad’s rules are used. This has not been done, but should be considered for comparison and optimal tuning of the controllers.

6.4 The inverse response

A slight reduction in the inverse response can be detected when the pressure is kept stable in the overflow pot. The reason for this is simple. The inverse response is originating from the pressure drop characteristics of the heat exchanger tube. When the amount of flash gas increases following the opening of the JT-valve, the pressure drop along the heat exchanger increases with a resulting lower temperature margin available for heat transfer. Consequently the cooling power of the heat exchanger decreases until a longer part of the tube is wetted. This is why the inverse response still occurs when the pressure is controlled in the overflow pot.

The inverse response can be avoided by controlling the pressure at the start of the heat exchanger. This results in that the pressure at the end of the heat exchanger and in the overflow pot changes. The cooling power is still maintained since the pressure-changes are largest at the end of the heat exchanger and all the liquid has evaporated at this point. The pressure is almost constant at the first part of the heat exchanger where the liquid is, which results an almost constant temperature margin for the heat transfer and thus also contributes to maintain the cooling power.

The temperature change occurs much faster when the pressure is controlled at the start of the heat exchanger than when it is not (figure 5.6 and 5.7) and thus it seems to be favourable to control the pressure at this point.  

The model used in this paper does not include the heat exchanger before the JT-valve and the very low-pressure heat exchanger (point (3) and (2) in figure 2.1). The pressure control valve will affect the gas flow out of the overflow pot and thus make an influence on the cooling power of the very low-pressure heat exchanger at point (2) and the heat exchanger at point (3), which again results in a temperature change in the liquid flowing into the JT-valve. It is uncertain how much these effects will affect the liquid temperature before the JT-valve and it should therefore be a subject for further investigation. 

6.5 The temperature control 

The temperature controllers in figure 5.16 and 5.17 are slower than the one Flemsæter used. The controller used in figure 5.18 is faster and handles set point changes much better than the one Flemsæter used. When the step up in the set point is made the controller in this paper manages to stabilize the temperature at the new set point, something Flemsæter’s controller failed to do. The controller in this paper is also better when the step down in the set point is performed. The undershoot is considerably smaller and the settling time is shorter than for Flemsæter’s controller.

The MPC Flemsæter used reaches the set point much faster than the PI controller in this thesis, which does not reach the set point before the step down in the set point is made. The PI controller reaches the new set point at the same time as in figure 5.18 when the step down is made. It is not possible to determine if the temperature will overshoot with the MPC, since the step down is performed at the time the temperature reaches the set point. If the temperature overshoots, the results presented in figure 5.19 are too good. It is neither possible to determine how long the undershoot of the MPC lasts when the step down in set point is made, since the time scale on the figure is too short. 

When the extra heat load is applied the controller in this thesis is better than the MPC. The temperature deviation from the set point is under half as much as for the MPC and the settling time is shorter. The temperature in figure 5.23 is not at the set point when the heat is applied and the plot stops at the moment the temperature reaches the set point. It is therefore not possible to determine if the temperature undershoots the set point. The MPC also reaches the set point to fast, since the temperature is 2 mK too low when the heat is applied. 

The controller in this thesis performs well at all the examined set points even if the settling time becomes slightly longer when the set point temperature is increased.

The results from the temperature control will most likely be slightly poorer for the test string if the pressure controller is implemented. This is because the simulated model is not exposed to noise and instrument inaccuracy.

6.6 Further work

According to Vinuela/13/ they have changed the design of the heat exchanger from a corrugated to a straight tube to reduce the pressure drop over the heat exchanger. They have also increased the length of the test string to 106.9 meters and increased the pressure before the JT-valve to 3 bars, which results in a larger flash over the JT-valve. The advantage from controlling the pressure after the JT-valve should thus be larger. This assumes that it is possible to measure the pressure at the start of the heat exchanger.

A new model of the test string should be developed, since the design at CERN has changed. Most likely such a model exists at CERN. The model should be tested with the pressure controller to investigate how a larger test string behaves when the pressure is controlled at the start of the heat exchanger.

The pressure controller should be tested together with a MPC that is controlling the temperature. It would be interesting to examine how fast an MPC could control the temperature when the pressure is controlled. 

7 Conclusion

The developed model gives a good description of the test string regarding pressure, temperature and heat transfer calculations. 

It is possible to remove the inverse response in the temperature by applying a valve that controls the pressure at the start of the heat exchanger. The model becomes more stable when this is done.

The pressure control works satisfactory when tuned with Skogestad’s rules.

The temperature controller is slow when it is tuned with Skogestad’s rules. The performance is considerably improved by doubling the gain. Doubling the gain does not affect the stability of the controller.

The two PI controllers, which controls the temperature and pressure in this thesis, works faster and gives better results than both the PID controller and the MPC that Flemsæter used in his Ph.D. thesis. 

List of symbols

Symbol
Meaning
Unit





(
Time delay/dead time
s

(
Viscocity
g mm-1 s-2

(,((p) 
Density, density as a function of pressure
g mm-3

(1
Dominant time constant
s

(B
Bandwidth
rad s-1

(c
Gain crossover frequency
rad s-1

(c
Closed system response time
s

(D
Derivative time
s

(I, (I1, (I2
Integral time
s

A
Cross section area of tube
mm2

Cp(T)
Specific heat
J kg-1 K-1

Cv
Valve constant
See (4-20)

D
Diameter of tube
cm

e
Offset


E0
Zero point energy
J

f
Friction factor


Fp
Piping geometry factor


h
Plank’s constant
J s

h
Distance from the centre of the tube to the liquid surface
cm

h1, h2
Enthalpy 
J g-1

hfg
Latent heat of vaporization
J g-1

hg
Global heat transfer coefficient
W K-1 m-1

hk
Kapitza conductance
W m-2 K-1

k, k´
Plant gain


Kc
Controller gain


kwall
Thermal conductance of the wall material
W m-2 K-1

L, ld
Length of pattern
cm

Lcell
Length of cell 
cm

Lwetted
Wetted part of heat exchanger
m

m
Mass flow
g s-1

MHe
Molar mass of helium
g mol-1

n
Number of moles
mol

N8
Equation constant


p, P1, P2
Pressure
mbar

q*, q”
Heat flux
J s-1

Q, qcooling
Cooling power
W

qss
Steady state heat load
W

qtrans
Transient heat load
W

R
Radius
m

R
Universal gas constant
J K-1 mol-1

Re
Reynolds number


ri
Inner radius
cm

ro
Outer radius
cm

Rtot
Total resistance of heat transfer
m2 K W-1

T
Temperature
K

t
Time
s

Tc
Critical temperature
K

TeV
Terra electron volt
eV

Tsat 
Saturation temperature
K

u
Bias


um
Gas mean velocity
cm s-1

v
Liquid velocity
cm s-1

v%
Valve opening
%

V, Vtot
Volume of overflow pot
dm3

Va
Atomic volume
m3

x
Vapor fraction


Y
Expansion factor


Z
Compressibility factor
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Appendix 

A Thermodynamical data and relations between them.

A1 Thermodynamical data of helium

The data is collected from Flemsæter’s diploma thesis/2/. The calculations are made with Hepak.
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Figure A1:
Thermodynamical data of gaseous helium.
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Figure A2:
Thermodynamical data of liquid helium.
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Figure A3:
Enthalpy as a function of temperature for gaseous and liquid helium.

Since the enthalpy in the diagram is given in [J/kg] it is necessary to multiply the equations in figure A3 by 10-3 so the denomination becomes [J/g]. 

The enthalpy of liquid helium before the JT-valve (1.20 bar and 2.2 K) is 3.851 [J/g]. The value is calculated with Hepak and is needed for the calculation of the flash over the JT valve.

The figure is taken from Flemsæters Ph.D thesis/1/.

The figure shows the specific heat of pressurized He II at 1.2 bar calculated with Hepak. The data is compared with data generated by the fit function:






[image: image128.wmf]T

e

T

Cp

9431

.

2

777

.

14

)

(

=
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The error between the fit function and the data from Hepak is also shown:
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Figure A4:
The specific heat of pressurised He II at 1.2 bar and the error between data from Hepak and values by the fit function.

A2 Density of helium at the gas-liquid phase boundary

The density at the given pressure is obtained by using Hepak. The density is for the gas phase calculated at the gas-liquid phase boundary.

Table A1: The pressure-density relationship.

Pressure [mbar]
Density 10-7[g/mm3]

15
4.201

17
4.681

19
5.159

21
5.623

23
6.075

25
6.530

27
6.975

29
7.432

30
7.635


[image: image130.wmf]The density of helium gas as a function of pressure
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Figure A5: The density of helium as a function of pressure.
The function must be multiplied by 10-7 to obtain the correct value. The density function then becomes:





[image: image131.wmf]8

8

10

973

.

7

10

288

.

2

)

(

-

-

×

+

×

×

=

p

p

r




(A1-2)

The function is valid between 15 and 30 mbar.

A3 The temperature-pressure relations

Hepak was used to compute the temperature and pressure at different saturation points.

Table A2: The pressure-temperature relationship.

Pressure [mbar]
Temperature [K]

15
1.775

17
1.810

19
1.843

21
1.872

23
1.900

25
1.926
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Figure A6: Temperature as a function of the pressure.

The temperature function is:
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The function is valid between 15 and 25 mbar. The equation is a third order polynomial because it is important that the temperature is calculated accurately (2. order is not accurate enough). The temperature has a great influence on the pressure and the pressure have a great influence on the density, so to obtain the correct pressure drop over the heat exchanger it is important that calculations is accurate.

B Miscellaneous calculations in detail

B1 The flash calculation

To calculate the flash over the JT-valve the enthalpy before and after the valve in gas and liquid phase needs to be known. Subscript 1 indicates the thermodynamical data before the valve, and subscript 2 indicates the thermodynamical data after the valve. The thermodynamical data can be found in appendix A1. 
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p in the equation is the pressure immediately after the JT-valve with denomination in [mbar]. The temperature before the JT-valve is assumed to be constant. All enthalpies is has the denomination [J/g].

There is no gas before the valve, so the expression of the flash calculation is:
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Inserting the equations for the enthalpy into (B1-1) gives the following expression:
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(B1-2)

B2 Detailed description of the pressure valve design

After some trial and error a 2” valve was found to meet the requirements. Most likely another valve would be used in the real process, but the valve used here is satisfactory.

A linear relationship between the valve coefficient and the valve opening was developed. This is not an accurate description of the valve, but it works satisfying. 

Table B1:
Valve openings and valve coefficients.

Valve opening
Valve coefficient

0
0

60
58.9

90
80.2
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Figure B1:
Valve opening as a function of valve coefficient.
The valve coefficient can be expressed as 0.919(v%), where (v%) is the valve opening in %.

The denomination of the valve coefficient is 
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The valve equation is: 
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The symbols are described in chapter 4.2.6.

N8 = 94.8/3600

Fp = 1.0 (assumes that the valve has the same dimension (diameter) as the pipe.

Y = 0.95 (calculated according to Control Valve Handbook/5/)

MHe= 4.003 [g/mol]

Z = 0.75 (compressibility factor calculated from 
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 where subscript 0 indicates steady state values).

At steady state the mass flow is 1.910 g/s, the upstream pressure is 19 mbar and the temperature is 1.8461 K. Inserting the equation from figure B1 for Cv to obtain the steady state valve opening:
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C Simulation and identification

C1 The Simulink model

Use the “Help” function in Simulink to get a detailed description of how each block works. Be aware that the presented figures are not from the latest model. Set points and valve opening of the controllers are thus not necessarily the ones used when the results in chapter 5 were obtained. A updated model can be found on the cd in appendix E.

The main window

The main window of the program is constructed to mimic the design of the LHC Magnet Test String. It has four main components, which can be seen in figure C1.
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Figure C1:
The main window of the simulation program.

Output file

This block stores the results of the simulation. It produces a 10x ‘length of simulation’ matrix by the chosen name in the Matlab workspace. 

Heat load

This block represents the total heat inleak to the system. The output of the block must have the denomination [W].

The input is in figure C1 shown as a step input. Heat inleak is in the order of 1.0 - 1.1 W/m under normal operating conditions. 1.1 W/m is used in this paper.

JT-valve

This block represents the Joule Thompson valve supplying the liquid and gas to the heat exchanger. There are three different inputs to the valve. The “From Workspace” block reads the data from the Matlab workspace. The block is used when it is desirable to use a specific input sequence. The steady state valve opening is the valve opening that the system needs to maintain steady state at a given heat inleak (34.92 % when the heat inleak is 1.1 W/m). The final input is the temperature controller. The controller will keep the system at the temperature given to it by the temperature set point. The manual switch is used to choose which of the inputs to use. 

The “Valve equation” block contains the equation for the JT-valve (equation 4-3). The input to this block is the valve opening in percent and the output is the total mass flow into the heat exchanger. 

The “Flash” block contains the equation for the flash calculation (equation 4-5). The output is the amount of gas formed in the flash. The amount of liquid flow is the gas flow subtracted from the total mass flow.

PSHX means “Pressure at Start of Heat Exchanger”. The memory block contains the initial pressure at the start of the HX.
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Figure C2:
The JT-valve block.

NB!
The input to the PID is on the form: P + I/s + Ds. 

This means that P  = Kc and I = Kc/(I.

Magnets (Pressure vessel)

This block represents the magnets and the cold mass at 1.8 K. The whole mass is considered to be isotherm. 

The two inputs to the block the denomination [W]. The block diagram corresponds to the differential equation describing the magnet temperatures (equation 4-17). 
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Figure C3:
The block calculating the magnet temperature.

Heat exchanger (HX)

This block represents the inside of the HX. 

Inputs:

· “Pressure” coming from the overflow pot [mbar]

· “Gas in” coming from the JT-valve [g/s]

· “Liquid in” coming from the JT-valve [g/s]

· “Tmag” coming from the magnets [K]

Outputs:

· “Pressure at start of HX” [mbar] going to the overflow pot and the flash over the JT-valve. This is the calculated pressure at the start of the HX

· “Gas out” is the gas going into the overflow pot [g/s]

· “Liquid out” is the gas going into the overflow pot [g/s]

· “Cooling” is the cooling power provided by the HX [W]

The HX is discretized into a number of cells (only the first and last are shown). With a 4 % resolution the number of cells are 24. The last cell represents is the end of the HX (the part connected to the overflow pot). The first cell represents the first part of the HX where the flow from the JT-valve enters the HX. Each cell has four inputs and outputs and is identical. 

The “Pressure” input goes into the last cell. At each time step this pressure plus the calculated pressure drop over the cell is the input pressure to the previous cell. This procedure is repeated backwards through all the cells resulting in the “PSHX” at the start of the HX. 

The “Gas in” and “Liquid in” from the JT-valve goes into the first cell. If an amount of liquid is calculated to evaporate from this cell, the “Gas out” and “Liquid out” from this cell are increased and decreased by this amount. This is done through all cells. The amount vaporized from all the cells is summed up and multiplied by the latent heat of vaporization, hfg, to give the cooling of the HX.

The magnet temperature is an input to all of the cells in order to calculate the local saturation pressure and density of the gas. [image: image146.jpg]Prossur nnest ool [nbar]  Pressur n ool fmbar] Promns at
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Figure C3:
The heat exchanger.

Inside a cell

Each cell is divided into two parts: one dealing with the liquid phase and one with the gas phase. 

The gas part has as input the pressure in the downstream (next) cell [mbar] and the gas coming from the upstream (previous) cell [g/s]. The pressure drop is calculated by “dp” function (equation 4-14).

The mass flow used in the pressure drop calculation is the mass flow from the previous cell plus half of the vaporized amount in this cell. There is an algebraic loop in the equation as the pressure drop depends on the density of the gas and vice versa. To break the loop, the density rho(p) (equation 4-15), is calculated using the pressure from the previous time step. 

Instabilities in the pressure drop calculations necessitate averaging the present value with the previous value. This can be seen following the “ Gas from previous cell” input. 
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Figure C4:
A cell of the heat exchanger.

The part dealing with the liquid phase has two inputs: the magnet temperature, “Tmag” and the liquid flowing from the previous cell. It contains an integrator, which calculates the amount of liquid present in the cell. The amount of liquid that is being vaporized is calculated from equation (4-16). The temperature “T(p)” is calculated from equation (4-17). 

A saturation block is needed to avoid a negative vaporized amount in the case that the saturation temperature exceeds the magnet temperature. Conservation of mass is preserved by equation (4-6). The integrator has a lower bound equal to zero since there cannot be negative mass in the cell. The dead zone block accounts for the amount of liquid needed to fill the corrugations before any liquid can flow out of the cell.

The lower part of the cell involving the “Switch” block is needed in the case the cell is about to dry out or just starting to fill. In these cases the calculation of the amount of liquid that should evaporate might yield a larger value than actually present in the cell. The set point for the switch is 0. The Matlab functions Fordamping 1 and Fordamping 2 is given in appendix D1.

The two gain blocks in the liquid part contains:
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The overflow pot

The overflow pot is deigned from equation (4-26). The function “Change in pressure in overflow pot” is equation (4-25b). The integrator has a lower limit of 17 mbar since this is the pressure after the valve. The function “Temperature” is equation (4-17). The function “Valve” is equation (4-21). The pressure controller works in the same was as the temperature controller described under “JT-valve”. 
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Figure C5:
The overflow pot.

C2 System Identification Toolbox

The data imported to SIT was preprocessed by removing the mean values,  “Preprocess -> Remove means”, before the LTI models were estimated. The models used are the ones described in chapter 3.6. 

To obtain the models, “Estimate -> parametric models”, was chosen. This option gives the user the choice to determine which parametric model one wants (shown in figure C7). 
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Figure C6:
The main window of the SIT.

There are several different options to choose from when a model shall be obtained (figure C7). The “Focus” in the models obtained in this papers is “Simulation” and the “Initial state” is chosen to be “Zero”. The “Covariance” is chosen to “Estimate”. 
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Figure C7:
The parametric model window.

D Matlab scripts

D1 Matlab functions

D1.1 and D1.2 are the Matlab functions from figure C4.

D1.1 Fordampning 1

No liquid is entering the cell, but the liquid in the cell evaporates 

 u(1) = mass in cell m [g] 

 u(2) =
maximum amount that can evaporate [g/s]

function out = Fordampning1(u);

if u(2)>= u(1);

    out = u(1);

else out = u(2);

end

    return

D1.2 Fordampning 2

No liquid is entering the cell, but the liquid in the cell evaporates

u(1) = mass entering the cell [g/s]

u(2) = maximum amount that can evaporate [g/s]

function out = Fordampning2(u);

if u(2) >= u(1);

    out = u(1);

else out = u(2);

end

    return

D2 System identification

D2.1 Script used for identification simulation

The scripts are taken from figures presented in Flemsæter’s Ph.D. thesis. 

The manipulated input is the JT-valve

u = [];
% Valve opening at given time

u(1:1800) = 34.5532;

u(1801:3600) = 20;

u(3601:5400) = 48;

u(5401:6300) = 20;

u(6301:7200) = 48;

u(7201:7650) = 20;

u(7651:8100) = 48;

u(8101:8325) = 20;

u(8326:8550) = 48;

u(8551:8672) = 20;

u(8673:8794) = 48;

u(8795:10800)= 34.5532;

tstart = 1;

tslutt = 10800;

t = tstart:1:tslutt;

   t = t(:);

   u = u(:);

JT2 = [t u];
% Input matrix to the Simulink model

D2.2 Script used for validation simulation I

u = [];
% Valve opening at given time

u(1:900) =  34.5484;

u(901:2700) = 24;

u(2701:4500) = 50;

u(4501:5400) = 24;

u(5401:6300) = 50;

u(6301:6550) = 24;

u(6551:6800) = 50;

u(6801:6925) = 24;

u(6926:7050) = 50;

u(7051:8000) = 34.5484;

tstart = 1;

tslutt = 8000;

t = tstart:1:tslutt;

   t = t(:);

   u = u(:);

JT3 = [t u];
% Input matrix to the Simulink model

D2.3 Script used for validation simulation II

u = [];
% Valve opening at given time

u(1:720) =  34.55;

u(721:2520) = 23;

u(2521:4320) = 43; 

u(4321:5220) = 23;

u(5221:6120) = 43; 

u(6121:6570) = 23;

u(6571:7020) = 43; 

u(7021:7245) = 23;

u(7246:7470) = 43; 

u(7471:7592) = 23;

u(7593:7714) = 43; 

u(7715:7939) = 23;

u(7940:8164) = 43; 

u(8165:8614) = 23;

u(8615:9064) = 43;  

u(9065:9964) = 23;

u(9965:10864) = 43; 

u(10865:12664) = 23;

u(12665:15364) = 43; 

u(15365:16264) = 34.55;

tstart = 1;

tslutt = 16264;

t = tstart:1:tslutt;

   t = t(:);

   u = u(:);

JT4 = [t u];
% Input matrix to the Simulink model

E Cd with the files used in the simulations
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